Eulerian short-time statistics of turbulent flow at large Reynolds numbers
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An asymptotic analysis is presented of the short-time behavior of second-order temporal velocity structure functions and Eulerian acceleration correlations in a frame that moves with the local mean velocity of the turbulent flow field. Expressions in closed-form are derived which cover the viscous and inertial subranges. They apply to general anisotropic turbulence at a large Reynolds number obeying the Kolmogorov theory. Previously published results for isotropic turbulence emerge as special cases. In the derivation use is made of the approximation of temporarily frozen turbulence proposed by Tennekes. It is shown to be valid under conditions not other than those for which the Kolmogorov hypotheses hold. The effects of intermittency appear to be marginal. © 2004 American Institute of Physics. [DOI: 10.1063/1.1737788]

I. INTRODUCTION

Eulerian time spectra of turbulent velocities and accelerations in a frame of zero-mean-flow have contracted quite some attention over the last decades.1–7 Work is inspired by the wish to extend understanding of the statistical structure of turbulence. A specific motivation is the relevance of these parameters for Lagrangian models of turbulence: e.g., Refs. 8 and 9.

Kolmogorov’s similarity hypotheses10,11 are the cornerstones of many statistical approaches of turbulence. But as pointed out by Kraichnan,1 the convection of small scales by large scales makes the implementation of the Kolmogorov hypotheses in Eulerian time spectra rather cumbersome. A step forward was made by Tennekes2 introducing the Taylor hypothesis of frozen turbulence for the case of random convection velocity. Accelerations being almost entirely canceled by local accelerations in a frame of zero-mean-flow have contracted quite some attention over the last decades.1–7 Work is inspired by the wish to extend understanding of the statistical structure of turbulence. A specific motivation is the relevance of these parameters for Lagrangian models of turbulence: e.g., Refs. 8 and 9.
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effect for practically all cases of turbulent flow is to consider fluctuations in a frame that moves with the local mean flow velocity. This is the system within which Eulerian time spectra are usually analyzed.\(^2\) Transforming according to \(x^\mu = x^\mu_0 - u^\mu_0(x_0, t_0) (t-t_0)\), \(t^\mu = t\), where \(x_0\) is the coordinate of some conveniently chosen fixed point and \(t_0\) is some conveniently chosen moment in time, one has

\[
\frac{\partial u^\mu}{\partial t} + u^\mu \frac{\partial u^\mu}{\partial x_i} = \frac{\partial u^\mu}{\partial t} + \Delta u^\mu \frac{\partial u^\mu}{\partial x_i},
\]

\(\Delta u^\mu = u^\mu_0 (x^\mu + u^0(x_0, t_0) (t-t_0), t) - u^\mu_0(x_0, t_0).\)

(4)

The objective is to assess statistical moments of flow variables at a fixed position in the moving frame and to choose this frame such that the effect of the Doppler shift is absent, i.e., \(\Delta u^\mu = 0\). In case of unidirectional stationary mean flow, that is flow where the streamlines of the mean flow field are parallel and the magnitude of the mean velocity is constant along the streamline, this is achieved as follows: Let \(x^\mu = x^\mu_0\) be the position where one wants to evaluate statistical moments. Now take \(x_0\) such that at some specific time, say \(t = t_0\), \(x_0 = x^\mu_0\). Then in case of unidirectional flow \(\Delta u^\mu = 0\) at any time. Examples of unidirectional flow are turbulence in uniform flow behind a grid, uniform shear flow\(^8\) and developed turbulent flow in pipes.

For uniform flow behind a grid \(\Delta u^\mu = 0\) is obvious; \(u^\mu_0\) is the same everywhere. For uniform shear flow and developed pipe flow the mean flow changes in magnitude in directions perpendicular to the mean flow. Here \(\Delta u^\mu = 0\) if one chooses for the velocity of the coordinate transformation \(u^0\) the value of the mean velocity along the streamline where one wants to evaluate statistical averages: i.e., \(x^\mu = x^\mu_0\) at \(t = t_0\). The coordinate transformation can then be different at different positions in a direction perpendicular to the streamlines of the mean flow. This forms no limitation for the statistical evaluation of accelerations at a fixed point \(x^\mu_0\) because for each \(i\ \Delta u^\mu = 0\) at such point at any time. But in the evaluation of the spatial structure functions of Secs. V and VI a spatially varying \(\Delta u^\mu\) will yield a contribution. Here spatial distances are considered which extend into the viscous and inertial subrange. These distances decrease with increasing value of the Reynolds number, Re. Adopting an iterative perturbation scheme it is shown in Sec. VI that the contribution of a spatially varying \(\Delta u^\mu\) is negligibly small in comparison to the leading order terms of the expansion whenever \(Re \gg 1\). In this sense, the mean flow can be considered as locally homogeneous.

Another situation is that of diverging flow encountered in boundary layers, jets and wakes. Here, choosing \(x_0 = x^\mu_0\) at \(t = t_0\), \(\Delta u^\mu\) will gradually obtain values different from zero as \(t > t_0\). To the same extent the stochastic process in the moving frame is nonstationary although it is stationary in the fixed frame. But nonstationarity typically occurring on the time scales of the large scales of turbulence is weak compared to the time scales of the accelerations which are governed by turbulence at the smallest viscous scales. The latter time scales become smaller and smaller with increasing value of Re. For \(Re \gg 1\), time averaging to assess statistical moments of accelerations can be performed over relatively short time intervals such that drift due to non-stationarity and non-zero value of \(\Delta u^\mu\) is negligibly small. Also in this case a transformation according to (4) setting \(\Delta u^\mu = 0\) is useful and makes sense. In general it can be concluded that in the evaluation of short-time statistics at large Reynolds numbers the mean flow can be treated as locally homogeneous and quasi-stationary. This conclusion will be substantiated in the last paragraph of Sec. VI where the effect of inhomogeneity and non-stationarity will be quantified in terms of the Eulerian parameters

\[
\Gamma^0_{ij} = \frac{\partial u^\mu_0}{\partial x_j}(x_0, t_0), \quad \gamma^0_i = \frac{\partial u^\mu_0}{\partial t}(x_0, t_0).
\]

(5)

Substituting Eq. (4) in Eq. (3), setting \(\Delta u^\mu = 0\) and henceforth omitting the stars we obtain for the acceleration fluctuations in the moving frame after some rearrangement of terms, the equations

\[
\frac{\partial u^\mu}{\partial t} = -u^\mu \frac{\partial u^\mu}{\partial x_i} + \delta^\mu, \quad \delta^\mu = a^\mu + \gamma^\mu,
\]

\[
\gamma^\mu = \frac{\partial}{\partial x_i} (\langle u^\mu u^\mu \rangle - u^\mu_0 u^\mu_0).
\]

(6)

The equations for fluctuating accelerations are in a form which makes them suitable for order of magnitude analysis of mean square values of the various terms.

**III. MEAN SQUARE ACCELERATIONS**

The magnitude of the various terms in Eq. (6) can be inferred from their mean square values (msv). For the msv of the convective acceleration, one can write

\[
\left\langle \left( u^\mu \frac{\partial u^\mu}{\partial x_i} \right)^2 \right\rangle = \left( u^\mu u^\mu \right) \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_j} \right) + \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) + \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right)
\]

\[
= \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) + \left( \frac{\partial u^\mu}{\partial x_j} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right) \left( \frac{\partial u^\mu}{\partial x_k} \right)
\]

\[
\times \left( \frac{\partial u^\mu}{\partial x_j} \right), \quad \left( \frac{\partial u^\mu}{\partial x_j} \right), \quad \left( \frac{\partial u^\mu}{\partial x_k} \right), \quad \left( \frac{\partial u^\mu}{\partial x_k} \right)
\]

(7)
the velocities and their derivatives the values characteristic for either small scales or large scales, whatever leads to the largest total value. In this way, one obtains an upper bound for the order of magnitude of each term. Given that a correlation is found to be governed by small scale turbulence, its value can be specified in further detail by implementing the results of classical Kolmogorov (K41) theory for locally isotropic turbulence. The effects of corrections on this theory by intermittency are discussed in a separate section at the end of this paper (Sec. VIII).

The first term on the rhs of Eq. (7) is governed by the small scales; i.e., it becomes largest by taking for each variable the magnitude which is appropriate for the small viscous scales. According to Kolmogorov (K41) scaling for velocity this is \( \sigma \text{Re}^{-1/4} \), where \( \sigma \) is a typical value for root mean square fluctuating velocity and \( \text{Re} \) is the Reynolds number based on fluctuating velocity, \( \text{Re} = \alpha L_0 / \nu \), \( L_0 \) being a typical value for the size of the large scales and \( \nu \) the kinematic viscosity. For the spatial derivative of fluctuating velocity, one can take \( \alpha L_0^{-1} \text{Re}^{1/2} \) as characteristic value at the smallest scales. The net result is

\[
\left( \langle u'_i u'_j \rangle \frac{\partial u'_\mu}{\partial x_i} \frac{\partial u'_\mu}{\partial x_j} \right) \sim \frac{\sigma^4}{L_0^2} \text{Re}^{1/2}. \tag{8}
\]

In connection with this result it is noted that fourth (and higher) order cumulants or correlations of Gaussian random variables are equal to zero. But turbulence is not Gaussian, in particular the small-scale components which yield more and more the dominant contribution in the earlier correlation with increasing value of the Reynolds number. Neither is the correlation zero because of isotropy or homogeneity. The rhs of Eq. (8) represents the correct order of magnitude in case of turbulence at large Reynolds number obeying K41 theory.

For the second term on the rhs of Eq. (7) the situation is rather different. While the first moment is governed by the large scales, the second is dominated by the small scales, so that

\[
\langle u'_i u'_j \rangle \left( \frac{\partial u'_\mu}{\partial x_i} \frac{\partial u'_\mu}{\partial x_j} \right) \sim \frac{\sigma^4}{L_0^{3/2}} \text{Re}. \tag{9}
\]

The two moments of the third term on the rhs of Eq. (7) are governed by the large scales while at first sight the two moments of the fourth term by the small scales. But small scale turbulence is homogeneous and its reflectional symmetry causes these moments to be zero. Also the fourth term is governed by large scale turbulence. Hence

\[
\frac{\partial}{\partial x_i} \langle u'_i u'_\mu \rangle \frac{\partial}{\partial x_j} \langle u'_j u'_\mu \rangle \sim \frac{\sigma^4}{L_0^2},
\]

\[
\left( u'_i \frac{\partial u'_\mu}{\partial x_j} \right) \left( u'_j \frac{\partial u'_\mu}{\partial x_i} \right) \sim \frac{\sigma^4}{L_0^{3/2}}. \tag{10}
\]

The conclusion is that in the limit of large Reynolds numbers, the msv of the convective acceleration becomes equal to the second term on the rhs of Eq. (7). With a relative error of \( O(\text{Re}^{-1/2}) \)

\[
\left( \left( u'_j \frac{\partial u'_\mu}{\partial x_j} \right)^2 \right) = \langle u'_i u'_j \rangle \left( \frac{\partial u'_\mu}{\partial x_j} \frac{\partial u'_\mu}{\partial x_j} \right). \tag{11}
\]

In a similar way one can show

\[
\langle \gamma^2 \rangle \sim \frac{\sigma^4}{L_0^2}. \tag{12}
\]

According to K41 theory one has for the msv of fluid particle acceleration

\[
\langle a_i^2 \rangle \sim \frac{\sigma^4}{L_0^2} \text{Re}^{1/2}, \tag{13}
\]

where it is noted that recent work suggests a somewhat higher power law dependency on \( \text{Re} \) for the variance of fluid particle acceleration, i.e., \( \text{Re}^{5/8} \) and \( \text{Re}^{3/4} \); recent experimental work at very high Reynolds numbers on the other hand, seems to be more in line with the earlier K41 scaling; effects of intermittency are discussed in Sec. VIII. Conclusion: in the limit of large Reynolds numbers, \( \delta_i^\mu \) can be represented by the total acceleration \( a_i^\mu \), while the local and convective accelerations dominate over the total or Lagrangian acceleration and cancel each other

\[
\frac{\partial a_i^\mu}{\partial t} = \frac{\partial u_i^\mu}{\partial t} = -u_i^\mu \frac{\partial u'_\mu}{\partial x_i}. \tag{14}
\]

With a relative error of \( O(\text{Re}^{-1/2}) \), the msv of the local acceleration is equal to the rhs of Eq. (11). Invoking the properties of isotropy and homogeneity of small scale turbulence to evaluate the rhs of Eq. (11), one obtains for the msv of Eulerian fluid acceleration in a frame that moves with the mean flow

\[
\left( \left( \frac{\partial u'_\mu}{\partial t} \right)^2 \right) = \frac{\langle e \rangle \langle u'_\mu^2 \rangle}{3 \nu} \alpha_\mu, \tag{15}
\]

where \( \langle e \rangle \) is the mean energy dissipation rate and

\[
\alpha_\mu = \frac{2 \langle u'_\mu^2 \rangle - \langle u'_\mu^2 \rangle}{3 \langle u'_\mu^2 \rangle} \tag{16}
\]

anisotropy factor which is unity for isotropic (large-scale) turbulence.

Result (15) applies to general forms of turbulence at large Reynolds numbers. All that was necessary in the earlier derivation were parts of the concepts which underly the Kolmogorov theory: viz., application of the scaling rules appropriate for large and small scale turbulence, the proposition of decorrelation between large and small scales, and implementation of the values of second order moments of spatial velocity derivatives according to locally isotropic turbulence. Important was also the notion that fourth-order moments of zero-mean variables consist of fourth-order correlations and combinations of second-order moments. One of these combinations becomes the dominant term in case of large Reynolds numbers: i.e., the combination of velocity derivatives \( \langle \partial/\partial x_j u'_\mu \rangle \) dominated by small scales with convection velocities \( u'_j \) dominated by large scales.

For isotropic turbulence \( \alpha_\mu = 1 \) in which case Eq. (15) reduces to the well-known result of Tennekes.5 Tennekes ob-
tained his result by relying on hypotheses relating to dominance of convective over Lagrangian accelerations and statistical independence of large and small scale turbulence. The present analysis validates this approach on the basis of the limit procedures of K41 theory. At the same time results are extended to general anisotropic turbulence.

IV. EUCLERIAN TIME MICROSCALES

Eulerian time microscales \( t_{E,\mu} \) can be defined as \(^{2,12,21} \)

\[
\left( \frac{\partial u^\mu}{\partial t} \right)^2 = \frac{2(u^\mu_t)^2}{t_{E,\mu}^2}.
\]

(17)

Substitution of Eq. (15) into Eq. (17) yields

\[ t_{E,\mu} = \left( \frac{6\nu}{(\rho E)^{1/2}} \right)^{1/2}. \]

(18)

For isotropic turbulence \( \alpha_\mu \) is unity in which case (18) reduces to the result of Tennekes.\(^2\) For general anisotropic turbulence the Eulerian time microscales will be different in the three directions in the manner described by Eqs. (16) and (18).

V. STATISTICAL CHARACTERISTICS OF TEMPORAL VELOCITY INCREMENTS

Up to now attention was focused on Eulerian-based statistical averages assessed at a single time. In the present section expressions will be derived for statistical averages involving different times, \( \forall \tau \), temporal structure functions defined as

\[
D_{\mu\mu}(\tau) = \langle [u^\mu(x_0, t_0 + \tau) - u^\mu(x_0, t_0)]^2 \rangle.
\]

(19)

where \( x_0 \) is a fixed position in a frame that moves with the mean velocity and \( \tau = t - t_0 \). For large Reynolds numbers local and convective accelerations dominate the dynamic process: cf. Eq. (14). It leads to a state of temporarily frozen turbulence: the velocity at position \( x_0 \) and time \( t \), is the same as the velocity at position \( x_0 - u^\mu_0 \tau \) and time \( t_0 \), where \( u^\mu_0 = u^\mu(x_0, t_0) \). In the next section it will be shown that this proposition also known as the sweeping hypothesis is valid for times extending over the range: \( 0 \leq \tau \leq t_{c} \), \( t_c > t_0 \), where \( t_c \) is a typical value of correlation time of Eulerian velocities in the moving frame; \( t_c \sim L_0/\sigma \). Invoking the approximation of frozen turbulence, the rhs of Eq. (19) can be transformed into a spatial velocity difference as

\[
\langle [u^\mu(x_0, t) - u^\mu(x_0, t_0)]^2 \rangle = \langle [u^\mu(x_0 - u^\mu_0 \tau, t_0 + \tau) - u^\mu(x_0, t_0)]^2 \rangle.
\]

(20)

While for fixed \( u^\mu_0 \), the velocity difference is governed by small scales, \( u^\mu_0 \) is governed by large scales. In accordance with the assumptions underlying the Kolmogorov hypotheses, in the limit of large Reynolds numbers small and large scales become independent and this property can be used to split up the averaging process.\(^3\) First, averaging is performed for fixed \( u^\mu_0 \); this is denoted by an overbar. Subsequently, averaging over all possible values of \( u^\mu_0 \) is executed. Accordingly

\[
\langle [u^\mu(x_0 - u^\mu_0 \tau, t_0 + \tau) - u^\mu(x_0, t_0)]^2 \rangle = \int d u^\mu_0 \rho(u^\mu_0)[u^\mu(x_0 - u^\mu_0 \tau, t_0) - u^\mu(x_0, t_0)]^2,
\]

(21)

where \( \rho(u^\mu_0) \) is the probability density of \( u^\mu_0 \). Now

\[
[u^\mu(x - u^\mu_0 \tau, t_0) - u^\mu(x_0, t_0)]^2 = D_{\mu\mu}(u^\mu_0),
\]

(22)

\[ D_{\mu\mu}(u^\mu_0) \]

is the spatial structure function evaluated at \( r = u^\mu_0 \). The net result is

\[
D_{\mu\mu}^T(\tau) = \int d u^\mu_0 \rho(u^\mu_0)D_{\mu\mu}(u^\mu_0).
\]

(23)

Assuming that \( u^\mu(x_0, t) \) is stationary, Eq. (23) can be transformed into a description of the power density of \( u^\mu(x_0, t) \). The thus obtained description is identical to that derived by Chen and Kraichnan\(^4\) for stationary, homogeneous isotropic turbulence. Result (23), however, is not restricted to stationary, homogeneous isotropic turbulence. It is valid for any turbulence at large Reynolds numbers \( (Re \gg 1) \) for which K41 theory applies.

Explicit expressions for the temporal structure function can be obtained by implementing in Eq. (23) the asymptotic results known for the spatial structure function.\(^{15}\) In the viscous subrange, \( 0 \leq \tau \leq \eta \), where \( \eta \) is the Kolmogorov length, \( \eta \sim L_0 Re^{-3/4} \), that is, for \( \eta \ll L_0 \), one then obtains

\[
D_{\mu\mu}^T(\tau) = \frac{\langle \varepsilon_0 \rangle \tau^2(u^\mu_0)^2\alpha_{\mu_0}}{3\nu}.
\]

(24)

In the inertial subrange, that is for \( \tau \sim L_0/Re^{-3/4}, \tau \ll t_{c} \), where the upper bound follows from the range of validity of temporarily frozen turbulence (Sec. VI):

\[
D_{\mu\mu}^T(\tau) = \frac{55 \times 2^{1/3} \Gamma(5/6)}{27 \pi^{1/2}} C\beta_{\mu_0}(\tau(\varepsilon_0) \sqrt{(u^\mu_0)^2})^{2/3}.
\]

(25)

where \( C \) is the Kolmogorov constant,\(^{15}\) \( \Gamma \) is the gamma function, and \( \beta_{\mu_0} \) is the anisotropy factor

\[
\beta_{\mu_0} = \frac{4 \langle \varepsilon_0^2 \rangle^{1/3}}{u^\mu_0^2} \left[ \left( \frac{u^\mu_0}{u^\mu_0} \right)^{1/3} \right]
\]

(26)

\[
\beta_{\mu_0} \]

is equal to unity in case of isotropic Gaussian turbulence.

It is now interesting to compare the above results with the Lagrangian structure function \( D_{\mu\mu}^\star(\tau) \) based on the differential velocity of a particle at time \( t \) with its velocity at position \( x_0 \) at time \( t_0 \).\(^{15}\) In the viscous subrange, \( 0 \leq \tau \ll \eta \), where \( \eta \sim t_{c} Re^{-1/2} \), is Kolmogorov time.
where \( a_0 \) is a constant. In the inertial subrange, \( t_0 < \tau < t_c \), where it is noted that the typical value of the correlation time of Lagrangian velocities is of the same order of magnitude as that of Eulerian velocities in a frame moving with mean fluid velocity.\(^9\) 

\[
D_{\mu \mu}^L(\tau) = C_0(\varepsilon_0)\tau, \\
\]

where \( C_0 \) is a universal constant.\(^15\)

Comparing Eq. (24) with Eq. (27) it is seen that the msv of the temporal velocity difference grows much faster than that of the Lagrangian velocity difference. The ratio is proportional to \( R e^{1/2} \). The time duration of the faster growth is much less, viscous behavior is limited to \( \tau \sim t_c R e^{-1/2} \) for temporal difference as compared to \( \tau \sim t_c R e^{-1/2} \) in the Lagrangian case. In the inertial subrange, temporal velocity difference is still much larger. In Fig. 1 an illustrative plot has been given of the derivative of the temporal and Lagrangian msv of velocity difference.
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The expression found is
\[
\Delta u'_\mu(x_0,t) = \tau \left[ u'_\mu(x_0 - u'_0 \tau, t_0) - u'_\mu(x_0, t_0) \right] 
\times \frac{\partial u'_\mu(x_0 - u'_0 \tau, t_0)}{\partial x_i}
\]
which yields for the msv
\[
\langle \Delta u'_\mu(x_0, t) \rangle^2 = \tau^2 \left[ \Delta u'_\mu(x_0 - u'_0 \tau, t_0) \Delta u'_\mu(x_0 - u'_0 \tau, t_0) \right] 
\times \frac{\partial u'_\mu(x_0 - u'_0 \tau, t_0)}{\partial x_i} \frac{\partial u'_\mu(x_0 - u'_0 \tau, t_0)}{\partial x_j}.
\]
(33)

A contribution of leading order to the rhs of Eq. (34) comes from the submoments \( \langle \Delta u'_\mu(x_0 - u'_0 \tau, t_0) \rangle^2 \) and \( \langle (\partial/\partial x_i) u'_\mu(x_0 - u'_0 \tau, t_0) \rangle^2 \). The first of these equals the second-order temporal structure function given by Eq. (23), while the second one can be represented by
\[
\langle (\partial/\partial x_i) u'_\mu(x_0 - u'_0 \tau, t_0) \rangle^2 - \langle (\partial/\partial x_i) u'_\mu(x_0, t_0) \rangle^2
\]
\( - t_{\tau}^{-2} \text{Re.} \). The net results is that
\[
\langle \Delta u'_\mu(x_0, t) \rangle^2 \simeq D^T_{\mu \mu}(t) \left( \frac{\tau}{t_{\tau}} \right)^2 \text{Re.}
\]
(36)

Comparing this result with the first order solution, cf. Eq. (33), it is seen that in the range \( 0 \leq \tau \leq t_{\tau} \text{Re}^{-1/2} \) the correction on the first order description is small. This range is sufficient to describe the behavior of the temporal structure function by Eq. (23) in the viscous range \( \tau \sim t_{\tau} \text{Re}^{-3/4} \) and the inertial subrange \( t_{\tau} \text{Re}^{-3/4} \ll \tau \). The effect of a changing convective transport velocity in Eq. (14) for \( t > t_0 \) remains thus small for times extending into the range of inertial subrange behavior. But it does not cover the range of times of viscous and inertial subrange behavior of Lagrangian structure functions: i.e., \( \tau \sim t_{\tau} \text{Re}^{-1/2}, t_{\tau} \text{Re}^{-1/2} \ll \tau \ll t_{\tau} \text{Re}^{-1/2} \). See also Fig. 1. Here the effect of a changing transport velocity is so large that the concept of temporally frozen turbulence no longer holds and solution (23) becomes inaccurate.

Equation (14) which formed the starting point of the earlier analysis is a simplified representation of Eq. (6). The largest term neglected in (14) is the total Lagrangian acceleration. It can simply be added to the rhs of (31) in order to quantify its contribution to the temporal velocity difference. In a frame that moves with the instantaneous velocity at \( x_0 \) and \( t_0 \), the Lagrangian acceleration corresponds to the time derivative of the velocity of a moving marked fluid particle. In other words, the correction on the first order solution by the Lagrangian acceleration term will be the Lagrangian velocity difference. As the time scale of the Lagrangian fluctuations is much slower than that of the first order temporal fluctuations, the two contributions can be assumed to be uncorrelated. The net result is that a description which incorporates the contribution of the Lagrangian acceleration is simply obtained by adding to the msv of the first order solution the Lagrangian structure function
\[
D^L_{\mu \mu}(\tau) = \langle (\Delta u'_\mu(x_0 - u'_0 \tau, t_0))^2 \rangle + D^T_{\mu \mu}(\tau).
\]
(37)

The correction by the Lagrangian term is small over the entire range \( 0 \leq \tau \leq t_{\tau} \text{Re}^{-1/2} \) for which the correction due to changing transport velocity is small. Substituting for the msv of the first order solution the rhs of Eq. (23), viz. the rhs of Eqs. (24) and (25), one finds that for the two following time domains (see also Fig. 1), \( 0 \leq \tau \leq t_{\tau} \text{Re}^{-3/4} \) and \( t_{\tau} \text{Re}^{-3/4} \ll \tau \ll t_{\tau} \text{Re}^{-1/2} \) the relative contribution of the Lagrangian term is \( \sim t_{\tau}^{-1/2} \) and \( - (\tau t_{\tau}^{-3/4} \text{Re}^{-1/2})^2 \), respectively. For \( 0 \leq \tau \ll t_{\tau} \text{Re}^{-1/2} \) the contribution is small as long as \( \text{Re} \gg 1 \).

Also the effect of a spatially and temporarily varying mean flow can be shown to be small. Adding to the rhs of Eq. (14) the term appropriate for inhomogeneous instantaneous mean flow which follows from Eq. (4), one obtains in terms of the moving coordinate system \( (x^*, t^*) \) of Eq. (29)
\[
\frac{\partial \Delta u'_\mu}{\partial t^*} = \frac{\partial u'_\mu}{\partial x^*},
\]
(38)
where \( \Delta u'_0 \) is the difference of the mean velocity with respect to the mean velocity at \( x = x_0 \) and \( t = t_0 \). To assess the effect of \( \Delta u'_0 \) we again adopt an iterative perturbation scheme. As first order approximation we neglect the rhs of Eq. (38) yielding the solution corresponding to temporally frozen turbulence: \( \Delta u'_\mu = \Delta u'_\mu(x^*) \). This solution is subsequently substituted into the rhs of Eq. (38) to arrive at an equation for the correction term \( \Delta u'_\mu(x_0, t) \). As we are concerned with small spatial distances from the point \( x_0 \) and small time differences relative to \( t = t_0 \), \( \Delta u'_0 \) can be approximated by the first term of a Taylor series expansion with respect to \( x - x_0 \) and \( t - t_0 \):
\[
\Delta u'_0 = \left[ x_j - x_{0,j} + u'_{0,j}(t - t_0) \right] \Gamma^0_{ij} + (t - t_0) \gamma^0_{ij},
\]
(39)
\[ \text{where } \Gamma^0_{ij} \text{ and } \gamma^0_{ij} \text{ defined by Eq. (5) are the spatial and temporal derivatives of the mean flow in the fixed frame, and where it is noted that in accordance with the convention introduced in the last paragraph of Sec. II, } x \text{ is position in the coordinate system moving with the mean velocity. In correspondence with the solution of temporally frozen turbulence we consider a point moving with the fluctuating velocity } u'_{0,j} \text{ which is at position } x_0 \text{ at time } t_0 \text{ so that Eq. (39) becomes in this moving frame}
\]
\[
\Delta u'_0 = (u'_{0,j} + u'_{0,j}) t^* \Gamma^0_{ij} + t^* \gamma^0_{ij}.
\]
(40)

The equation for the correction then becomes
\[
\frac{\partial \Delta u'_\mu}{\partial t^*} = \left[ (u'_{0,j} + u'_{0,j}) \Gamma^0_{ij} + \gamma^0_{ij} \right] \frac{\partial \Delta u'_\mu(x^*)}{\partial t^*},
\]
(41)
which upon integration and transforming back to the frame moving with the mean velocity yields
\[
\Delta u'_{\mu \mu} = \left[ (u'_{0,j} + u'_{0,j}) \Gamma^0_{ij} + \gamma^0_{ij} \right] \frac{t^*}{2} \frac{\partial u'_\mu(x_0 - u'_0 \tau, t_0)}{\partial x_i}.
\]
(42)

In directions perpendicular to the mean flow \( u'_{0,j} = 0 \) and one can take \( u'_{0,j} \Gamma^0_{ij} \sim \sigma t_{\tau}^{-1} \). In case of strong mean flow, \( u'_{0,j} \) can be relatively large; but also in directions of strong mean flow we assume \( (u'_{0,j} + u'_{0,j}) \Gamma^0_{ij} \sim \sigma t_{\tau}^{-1} \) because in cases of
main importance, in particular in diverging turbulent flows, the change of the flow in the direction of the mean flow is generally small; an exception is formed by rapidly contracting flow. Furthermore, if the mean flow is nonstationary it is assumed to vary in time such that $\gamma^0_i$ is not larger in order of magnitude than $s^c_i$. The other terms in Eq. (42) can be estimated according to the previously introduced scaling rules: e.g., Eq. (35). The msv of the rhs of Eq. (42) is then estimated to be

$$^D u^m_{III} \propto \left( \frac{t}{t_c} \right)^{2} \sigma^2 \text{Re}.$$  

Compared to the leading order term this becomes vanishingly small for $0 < \tau < t_c$ and $\text{Re} > 1$. To leading order the effect of nonuniform nonstationary mean flow can thus be disregarded. In general it can be concluded that application of the sweeping hypothesis in the evaluation of the temporal structure function in the viscous and inertial subrange is valid under the limit conditions for which K41 theory holds. Usually the sweeping hypothesis is applied to homogeneous isotropic turbulence. But as the present analysis shows, with specified error it can be applied to practically any turbulence at large Reynolds numbers.

**VII. TEMPORAL ACCELERATION CORRELATIONS AND SPECTRA**

The acceleration process being governed by small-scale turbulence is stationary; the velocity process is one of stationary increments. Denoting temporal acceleration by $\langle \partial^2/\partial t^2 \rangle u^\prime_{\mu}(x_0,t) = \dot{u}^\prime_{\mu}(x_0,t)$, the autocorrelation of temporal acceleration can be shown to be related to the temporal velocity structure function as

$$\langle \dot{u}^\prime_{\mu}(x_0,t_0 + \tau) \dot{u}^\prime_{\mu}(x_0,t_0) \rangle = \frac{1}{2} \frac{\partial^2 D^T_{\mu\mu}(\tau)}{\partial \tau^2}.$$  

The relation enables application of the previously derived expressions for temporal structure functions to construct the temporal acceleration correlation. For $\tau = 0$ and implementing Eq. (24) the autocorrelation according to Eq. (44) becomes equal to Eq. (15), as should be. As follows from Eq. (25), the autocorrelation will decay to zero according to

$$\sim (\sigma^2 t^2_c)(\tau t_c)^{-2/3}$$

for times $\tau > t_c \text{Re}^{3/4}$. The typical correlation time of temporal accelerations is $t_c \text{Re}^{-1/2}$. While the correlation time of Lagrangian accelerations is much larger than that of temporal accelerations (in a frame moving with the mean fluid velocity), its value at $\tau = 0$ is a factor $\text{Re}^{-1/2}$ smaller.

As the temporal acceleration is a stationary process, a power density spectrum exists being the Fourier transform of the autocorrelation function. In Fig. 2 illustrative plots are presented of the power spectra of temporal and Lagrangian accelerations.

**VIII. INTERMITTENCY**

So far no attention has been paid to the effects of strongly fluctuating values of the local energy dissipation referred to as intermittency and addressed in Kolmogorov’s refined hypotheses. In the earlier analysis statistical moments of low order were considered and these are known to be marginally affected by intermittency or by other violations of Kolmogorov’s local isotropy hypothesis reported in recent literature. A more precise quantification of the effects of intermittency is given later. It begins with consideration of the acceleration statistics of Sec. III.

Using among others multifractal representations of intermittency a correction on the msv of fluid particle acceleration according to K41 theory has been calculated. It involves an increase of the exponent in the Reynolds number dependency of 0.067 in Eq. (13). The correction on K41
theory is thus small; experimental results obtained for msv of particle acceleration until now do not favor any of the two representations. Corrections on the fourth order correlation of the square of the convective acceleration, cf. Eq. (8), have not been considered so far. But as the dependency on local energy dissipation is the same as that for fluid particle acceleration, corrections are expected to be small as well. Corrections on Eq. (9) or Eq. (15) are absent as these terms involve linear dependency on local dissipation energy. Hence, the effects of intermittency on mean square acceleration appear only in lower order terms of the acceleration equation. The balance between msv of local and convective acceleration remains the dominant one in the limit of large Reynolds number and this balance is unaffected by intermittency. Results (15)–(18) remain the same.

Corrections on the second-order structure function in the inertial space range, if existing at all, are very small. They could amount to a value of 0.03 to be added to the value of 2/3 and −1/3 in the power law dependency of temporal structure function and power spectrum of temporal acceleration: cf. Eq. (25) and Fig. 2. Errors associated with the approximation of temporarily frozen turbulence discussed in Sec. VI involve moments of rather low order of the dissipation energy. Corrections due to intermittency are therefore expected to be small such that the primary balance which underlies the approximation of frozen turbulence, cf. Eq. (14), remains intact in the limit of large Reynolds number.

In general it can be concluded that corrections on the presented results by intermittency, if occurring at all, are marginal. Clearly, this is no longer the case if higher order temporal structure functions were considered. Presented methods enable to assess these and the implications of the refined Kolmogorov hypotheses should then be taken into account.

IX. CONCLUSIONS

Eulerian short-time statistics of turbulent flow have been analyzed in a frame that moves with the local mean velocity. Results derived are the leading terms of asymptotic expansions based on large Reynolds number and classical Kolmogorov theory. Results are valid for general forms of turbulence. Previously published results for homogeneous isotropic stationary turbulence emerge as special cases.

Analogous to the situation encountered in isotropic turbulence, temporal and convective accelerations nearly cancel each other resulting in relatively small Lagrangian accelerations whenever \( \text{Re} \gg 1 \). Expressions obtained for mean square values of Eulerian accelerations and Eulerian time microscales differ from those for isotropic turbulence by the factor \( \alpha_{\mu} \) representing the effect of anisotropy: cf. Eqs. (15), (16), and (18).

The concept of temporarily frozen turbulence has been used to derive expressions for second-order temporal velocity structure functions. Again the results differ from those for isotropic turbulence by factors of anisotropy: i.e., the factor \( \alpha_{\mu} \) in the viscous subrange, cf. Eq. (24), and the factor \( \beta_{\mu} \) in the inertial subrange, cf. Eqs. (25) and (26). The slope of the temporal structure function is fundamentally different from that of the Lagrangian structure function for times extending into the inertial subrange and \( \text{Re} \gg 1 \): see Fig. 1. Similarly the power density spectrum of Eulerian accelerations differs fundamentally from that of Lagrangian accelerations for large frequencies appropriate for the inertial and viscous subrange and \( \text{Re} \gg 1 \): see Fig. 2.

The accuracy of the concept of temporarily frozen turbulence has been investigated by an iterative perturbation scheme. In this way it has been found that the error involved with this approximation increases with time; but it remains negligibly small for times \( 0 \leq \tau < t_c \text{Re}^{-1/2} \) where \( t_c \) is correlation time of large eddies. This range is sufficiently large to cover viscous and inertial subrange behavior. Also deviations caused by inhomogeneity and nonstationarity of the mean flow have been quantified and shown to be small. Corrections resulting from Kolmogorov’s refined hypotheses involving intermittency have been specified and if present at all, have been shown to be marginal.
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