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Fluid–structure interactions provide design constraints in many fields, yet methods available for their analysis normally assume that the structural properties are exactly known. In this contribution, these properties are more realistically modeled using random fields. Stochastic finite element methods are applied to perform uncertainty and reliability analysis on fluid–structure interaction problems with random input parameters. As an example we consider panel divergence and panel flutter. Numerical simulations demonstrate the appropriateness of sensitivity-based methods for characterization of the statistical moments of the critical points as well as for the determination of the probability of occurrence of undesired phenomena.

I. Introduction

Fluid–structure interactions play an important role in many fields. Because unstable interactions can cause structural failure, prediction of their occurrence is of primary importance in the design of aircraft and many other structures. Fluid–structure interactions have been studied extensively, which has resulted in several analytical and numerical methods for their prediction [1–3]. Generally, these methods presume that the properties of the structure are exactly known. In reality, structural properties are not known exactly due to the presence of microscopic material imperfections, variations in manufacturing, material degradation due to corrosion, and many other sources of uncertainty. In practice, these uncertainties are taken into account indirectly by using conservative safety factors. Direct incorporation of uncertainties in the analysis of fluid–structure interactions should therefore result in more efficient designs.

In this contribution the analysis of fluid–structure interactions with structural uncertainties is performed using stochastic finite element

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>discrete solution vector</td>
</tr>
<tr>
<td>$a_i$</td>
<td>freestream fluid speed of sound</td>
</tr>
<tr>
<td>C</td>
<td>damping matrix of the coupled system</td>
</tr>
<tr>
<td>$C_y$</td>
<td>confidence level of sampled variable $\bar{y}$</td>
</tr>
<tr>
<td>$C_y^*$</td>
<td>confidence level of $\bar{y}$ with discretization error</td>
</tr>
<tr>
<td>$E$</td>
<td>modulus of elasticity</td>
</tr>
<tr>
<td>f</td>
<td>right-hand side vector</td>
</tr>
<tr>
<td>h</td>
<td>panel length</td>
</tr>
<tr>
<td>K</td>
<td>stiffness matrix of the coupled system</td>
</tr>
<tr>
<td>$l_x$</td>
<td>characteristic length of the random field</td>
</tr>
<tr>
<td>M</td>
<td>mass matrix of the coupled system</td>
</tr>
<tr>
<td>$M_i$</td>
<td>number of random variables used for random field parametrization</td>
</tr>
<tr>
<td>$M_{\text{cr}}$</td>
<td>critical Mach number</td>
</tr>
<tr>
<td>$M_{\text{div}}$</td>
<td>divergence Mach number</td>
</tr>
<tr>
<td>$M_{\text{fl}}$</td>
<td>flutter Mach number</td>
</tr>
<tr>
<td>$M_{\text{lim}}$</td>
<td>prescribed critical Mach number</td>
</tr>
<tr>
<td>$M_{\infty}$</td>
<td>freestream fluid Mach number</td>
</tr>
<tr>
<td>n</td>
<td>number of degrees of freedom</td>
</tr>
<tr>
<td>$n_0$</td>
<td>sample size used for the sampling of $\bar{y}$</td>
</tr>
<tr>
<td>$N_x$, $N_y$</td>
<td>number of finite difference points in the horizontal and the vertical direction</td>
</tr>
<tr>
<td>$\nu_{\text{ref}}$</td>
<td>probability of failure</td>
</tr>
<tr>
<td>$p_{\infty}$</td>
<td>freestream fluid pressure</td>
</tr>
<tr>
<td>$p_p$</td>
<td>panel thickness</td>
</tr>
<tr>
<td>$u_{\text{ref}}$</td>
<td>freestream horizontal fluid velocity</td>
</tr>
<tr>
<td>u</td>
<td>horizontal velocity of the fluid</td>
</tr>
<tr>
<td>v</td>
<td>vertical velocity of the fluid</td>
</tr>
<tr>
<td>$V_y$</td>
<td>coefficient of variation of random variable $\bar{y}$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>vertical displacement of the panel</td>
</tr>
<tr>
<td>$x_{i,j}$</td>
<td>position of finite difference point $(i, j)$</td>
</tr>
<tr>
<td>$\bar{z}$</td>
<td>vector of standard Gaussian random variables</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>finite difference grid spacing</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>real and imaginary part of the coupled system eigenvalue $\lambda_i$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>vector of physical parameters</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_i$, $\tilde{\lambda}_i(x)$</td>
<td>$i$th eigenvalue and corresponding eigenfunction of the covariance function</td>
</tr>
<tr>
<td>$\lambda_i$, $\tilde{\alpha}_i$</td>
<td>$i$th eigenvalue and corresponding eigenvector of coupled system</td>
</tr>
<tr>
<td>$\mu_y$</td>
<td>mean of random variable $\bar{y}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson ratio</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>density of the panel</td>
</tr>
<tr>
<td>$\rho_{\text{f}}$</td>
<td>freestream fluid density</td>
</tr>
<tr>
<td>$\sigma_y(x_1, x_2)$</td>
<td>spatial correlation function of random field $\tilde{Y}(x)$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>standard deviation of random variable $\bar{y}$</td>
</tr>
<tr>
<td>$\Phi(z)$</td>
<td>cumulative density function of standard Gaussian random vector $\tilde{z}$</td>
</tr>
<tr>
<td>$\psi(z)$</td>
<td>probability density function of standard Gaussian random vector $\tilde{z}$</td>
</tr>
</tbody>
</table>

Subscript

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>quantity related to the panel</td>
</tr>
</tbody>
</table>

Superscript

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>quantity related to the fluid</td>
</tr>
<tr>
<td>$p$</td>
<td>quantity related to the panel</td>
</tr>
<tr>
<td>*</td>
<td>quantity related to the design point</td>
</tr>
</tbody>
</table>

Special Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>random quantity</td>
</tr>
<tr>
<td>-</td>
<td>statistical quantity obtained by sampling</td>
</tr>
</tbody>
</table>
methods (SFEM) [4]. These methods can be regarded as extensions of the deterministic finite element method, which makes them suitable for implementation in existing software packages. Divergence and flutter of a panel [5,6] with a random field of elastic properties is considered as a test case. The Mach numbers at which divergence or flutter occurs are referred to as the divergence and flutter critical points. We describe methods for determining the statistical moments of these critical points, as well as the probability of the occurrence of undesired behavior below a specified Mach number.

In the following section, the basic discretization of the deterministic panel problem and computation of the critical points is discussed. The considered stochastic methods are then introduced in Sec. III. The computation of sensitivities of the instability boundaries, as required by some of the stochastic finite element models, is discussed in Sec. IV. Numerical simulations are performed in Sec. V to demonstrate the applicability of SFEM to the fluid–structure interaction problem. Finally, some conclusions are drawn in Sec. VI.

II. Deterministic Fluid–Structure Interaction Model

A monolithically coupled fluid–structure model is developed for the analysis of the panel problem. The equations of motion of the structure and the fluid are discretized using the finite element method and finite difference method, respectively. This approach allows for extension of the model by considering complex geometries or more sophisticated fluid and structure descriptions.

The basic configuration of the panel problem is shown in Fig. 1. A plate is clamped between two rigid surfaces. A fluid is flowing over the plate and is considered in a domain of size 5 × 3 h. The pressure under the plate is assumed to be undisturbed with respect to the freestream conditions. For notational convenience, the physical properties of both structure and fluid are assembled in a vector of properties

\[ \boldsymbol{\xi} = [p, \rho, a, t_f, \rho_p, E, v]^T \]  

It should be noted that (again for notational convenience) the freestream Mach number is not included in this vector.

The deterministic discretization of the panel and the fluid is considered in Sec. II.A and II.B. The fluid–structure coupling is described in Sec. II.C, and a coupled system of equations is formulated in Sec. II.D. Mathematical definitions of the critical points are obtained and validated in Sec. II.E.

A. Discrete Representation of the Motion of the Plate

The motion of the plate shown in Fig. 1 is governed by the Euler–Bernoulli beam equation

\[ \rho_p \frac{\partial^2 w}{\partial t^2} + \frac{\partial}{\partial x} \left( EI \frac{\partial^2 w}{\partial x^2} \right) = -\Delta p(x) \]  

where \( I = \frac{1}{12} b h^3 \) is the cross-sectional moment of inertia per unit length of the panel and \( \Delta p(x) = p(x) - p_{\infty} \) is the pressure difference over the panel. This equation is discretized by derivation of its weak form, which is obtained by multiplication with a kinematically admissible test function \( \gamma \) and integrated over the length of the plate to yield

\[ \int_{-h/2}^{h/2} \left( \rho_p \frac{\partial^2 w}{\partial t^2} + \frac{\partial}{\partial x} \left( EI \frac{\partial^2 w}{\partial x^2} \right) \right) \gamma \, dx = -\int_{-h/2}^{h/2} \Delta p(x) \gamma \, dx \]  

Integrating by parts twice then gives

\[ \int_{-h/2}^{h/2} \rho_p \frac{\partial^2 w}{\partial t^2} \gamma \, dx + \int_{-h/2}^{h/2} EI \frac{\partial^2 w}{\partial x^2} \frac{\partial^2 \gamma}{\partial x^2} \, dx = -\int_{-h/2}^{h/2} \Delta p(x) \gamma \, dx \]  

where use is made of the boundary conditions \( w(-h/2) = w(h/2) = 0 \) and \( dw/\partial x(-h/2) = dw/dx(h/2) = 0 \). Because second-order derivatives are present in this equation, Hermitian shape functions \( \psi(x) \) are used to discretize the displacement field as

\[ w(x) \approx \sum_{i=1}^{n_p} \psi_i(x) a_i^p \]  

where \( a_i^p \) contains both the nodal displacements and nodal rotations. Substitution of this expression in the weak form Eq. (4) and using the Hermitian shape functions as test functions yields a set of \( n_p \) discrete equations

\[ M_{ij}^{pp} \ddot{a}_i^p + K_{ij}^{pp} a_i^p = f_i^p \]  

where

\[ M_{ij}^{pp}(\xi) = \int_{-h/2}^{h/2} \rho_p \rho_p \psi_i \psi_j \, dx \]  

\[ K_{ij}^{pp}(\xi) = \int_{-h/2}^{h/2} EI \frac{\partial^2 \psi_i}{\partial x^2} \frac{\partial^2 \psi_j}{\partial x^2} \, dx \]  

\[ f_i^p(\xi) = -\int_{-h/2}^{h/2} \Delta p(x) \psi_i \, dx \]  

for \( i, j = 1, \ldots, n_p \).

B. Discretization of the Fluid Motion

The fluid is assumed to be governed by the two-dimensional unsteady linearized potential equation

\[ (1 - M_{\infty}^2) \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} - \frac{1}{a_{\infty}^2} \left( \frac{\partial^2 \phi}{\partial x^2} + 2u_{\infty} \frac{\partial^2 \phi}{\partial x \partial y} \right) = 0 \]  

where the horizontal and vertical velocity fields are given by

\[ u = u_{\infty} + \frac{\partial \phi}{\partial x} \quad \text{and} \quad v = \frac{\partial \phi}{\partial y} \]

respectively. The linearized potential Eq. (10) is valid for subsonic flow and supersonic flow but is not applicable in the transonic regime [2].

Because the type of the linearized potential equation changes from elliptic for subsonic Mach numbers to hyperbolic for supersonic Mach numbers, two different sets of far field boundary conditions need to be defined. In the subsonic case, the far field perturbation is assumed to be zero (\( \phi = 0 \)). In the supersonic case, both the perturbation potential and horizontal perturbation velocity are zero on the inflow boundary (\( \phi = \frac{\partial \phi}{\partial x} = 0 \)) and the perturbation potential is zero (\( \phi = 0 \)) on the upper boundary. The latter boundary condition is only valid if the Mach line from the panel leading edge does not intersect the upper boundary, which requires the Mach angle with respect to the freestream flow direction to be smaller than 45 deg.
for the fluid domain considered here (i.e., the freestream Mach number $M_{\infty}$ should be larger than approximately 1.4).

The partial differential Eq. (10) is discretized using the finite difference method. Because of variations in the behavior of the differential equation, different finite difference schemes need to be implemented. In the subsonic case, a second-order central scheme is used for both directions (Table 1). In the supersonic case, a first-order upwind scheme is used in the horizontal direction and a second-order central scheme in the vertical direction (Table 1).

The discrete equation of motion of the fluid is obtained by assembling the central scheme in the vertical direction (Table 1). The upwind scheme is used in the horizontal direction and a second-order used for both directions (Table 1). In the supersonic case, a differential equation, different

\[ M \frac{\partial \hat{a}}{\partial t} + C \frac{\partial \hat{a}}{\partial t} + K \frac{\partial \hat{a}}{\partial t} = f \]  

(12)

C. Fluid–Structure Coupling

The pressure difference between the upper and lower side of the panel is given by

\[ \Delta p(x) = -\rho_\infty \left( \frac{\partial \phi}{\partial t} + u_\infty \frac{\partial \phi}{\partial x} \right) \]  

(13)

This pressure difference can be expressed in terms of the discrete fluid-potential vector $\phi_i$ and its temporal derivative as

\[ \Delta p(x) = g^i(x) \frac{\partial \hat{a}}{\partial t} + h^i(x) \frac{\partial \hat{a}}{\partial t} \]  

(14)

where the vectors $g_i(x)$ and $h_i(x)$ can be regarded as shape functions that map the discrete potential onto the continuous pressure difference across the plate.

The fluid is influenced by the panel via the boundary conditions. As can be seen in Table 1, the finite difference equations for the nodes on the bottom are influenced by the vertical velocity of the bottom $v(x_{1,i})$. For $x \leq -h/2$ or $x \geq h/2$ this velocity is zero because the solid base does not move in vertical direction. For $-h/2 < x < h/2$, the flow should be tangent to the panel, which is moving upward with velocity $\hat{u}(x)$. In other words, a fluid particle flowing over the plate should have the same vertical velocity as the plate. This results in

\[ v(x_{1,i}) = \frac{\partial \hat{u}}{\partial t} + u_\infty \frac{\partial \hat{a}}{\partial x} \]  

(15)

where Eq. (11) is used with the assumption that the horizontal perturbation $\hat{u}$ is to be negligible compared with the freestream condition ($\hat{u}/\partial x \ll u_\infty$). The vertical velocity of the fluid over the plate can then be expressed in terms of the discrete nodal displacements and displacement rates of the plate as

\[ v(x_{1,i}) = g^i(x_{1,i}) \frac{\partial \hat{a}}{\partial t} + h^i(x_{1,i}) \frac{\partial \hat{a}}{\partial t} \]  

(16)

where the vectors $g^i$ and $h^i$ can be seen as shape functions that map the discrete displacements and rotations of the plate onto the continuous vertical velocity of the fluid.

D. Monolithically Coupled Fluid–Structure Model

For the results computed here, the fluid and structure are coupled monolithically (i.e., the equations describing the motion of both the fluid and structure are combined into a single system of equations that are solved simultaneously). The monolithic system is obtained by substitution of the discretized pressure difference Eq. (14) into the expression for the external force of the plate Eq. (9) to yield

\[ f^P = -\int_{-h/2}^{h/2} \psi(x) g^i(x) \frac{\partial \hat{a}}{\partial t} \]  

(17)

which implies that the external force on the plate can be written as

\[ f^P = -C^P \frac{\partial \hat{a}}{\partial t} - K^P \frac{\partial \hat{a}}{\partial t} \]  

(18)

Similarly, the expression for the boundary velocity Eq. (16) is used to complete the finite difference scheme for the fluid. The boundary condition vector can be expressed as

\[ f^I = -C^I \frac{\partial \hat{a}}{\partial t} - K^I \frac{\partial \hat{a}}{\partial t} \]  

(19)

Combining the equations of motion of the plate in Eq. (6) and fluid in Eq. (12) with the expressions in Eqs. (18) and (19) then yields the coupled equation of motion

\[ M(\xi) \frac{\partial \hat{a}}{\partial t} + C(M_\infty, \xi) \frac{\partial \hat{a}}{\partial t} + K(M_\infty, \xi) \hat{a} = 0 \]  

(20)

with $a = \begin{bmatrix} a^P & a^I \end{bmatrix}^T$ and

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Finite difference schemes as used for the discretization of the linearized potential equation. The grid spacing $\Delta x$ and $\Delta y$ are used as defined in Fig. 2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsonic</td>
<td>Supersonic</td>
</tr>
<tr>
<td>$\phi(x_{1,i})$</td>
<td>$\phi_i$</td>
</tr>
<tr>
<td>$\phi(x_{2,i})$</td>
<td>$\phi_{i+1}$</td>
</tr>
<tr>
<td>$\phi(x_{N,j})$</td>
<td>$\phi_{i+1}$</td>
</tr>
<tr>
<td>$\phi(x_{1,j})$</td>
<td>$\phi_{i+1}$</td>
</tr>
<tr>
<td>$\phi(x_{2,j})$</td>
<td>$\phi_{i+1}$</td>
</tr>
<tr>
<td>$\phi(x_{N,j})$</td>
<td>$\phi_{i+1}$</td>
</tr>
<tr>
<td>$\phi(x_{1,i})$</td>
<td>$\phi(x_{2,i})$</td>
</tr>
<tr>
<td>$\phi(x_{2,i})$</td>
<td>$\phi(x_{1,i})$</td>
</tr>
<tr>
<td>$\phi(x_{N,i})$</td>
<td>$\phi(x_{1,i})$</td>
</tr>
<tr>
<td>$\phi(x_{1,j})$</td>
<td>$\phi(x_{2,j})$</td>
</tr>
<tr>
<td>$\phi(x_{2,j})$</td>
<td>$\phi(x_{1,j})$</td>
</tr>
<tr>
<td>$\phi(x_{N,j})$</td>
<td>$\phi(x_{1,j})$</td>
</tr>
</tbody>
</table>


depends on the Mach degrees of freedom), the
and modulus of elasticity, the smallest (in magnitude)
where the eigenvalues of \( K \) are sorted with ascending magnitude
where \( \lambda_1 \) is the smallest eigenvalue (in magnitude).

\begin{equation}
|\lambda_1| = |\lambda_1| (M_{\infty}, \xi)
\end{equation}

The divergence point can easily be determined by plotting the real
and imaginary parts of the eigenvalues, \( \delta_i = Re(\lambda_i) \) and \( \omega_i = Im(\lambda_i) \), vs the Mach number (Fig. 3). From the diagram an
approximate initial guess of the divergence point is obtained. The
critical point is then determined with a specified tolerance using a
Newton–Raphson procedure.

The deterministic computation of the divergence point is tested
using a case with subsonic flow. The case parameters are given in
Table 2. Analytical solutions for the divergence speed have been
previously obtained by various authors. In Kornecki et al. [5], for
example, it is proposed to compute the critical Mach number using

\begin{equation}
M_{\text{div}} = 177 \sqrt{\frac{1}{\rho_\infty a_{\infty}^2} 1 - v^2 h^4}
\end{equation}

Evaluating this expression using the parameters in Table 2, the
divergence Mach number is found to be \( M_{\text{div}} \approx 0.1491 \). The solution
obtained on the 321 × 193 grid is equal \( M_{\text{div}} \approx 0.149 \), which
comparably favors with the analytical result. The corresponding
potential field and divergence mode of the panel are shown in Fig. 4.
Computation of this divergence Mach number on this grid takes
about 50 s on a 2.8 GHz Quad-Core Intel Xeon 5400 series processor.

A mesh convergence analysis is performed in order to obtain an
error estimate of the numerical result. The relative error of the critical
Mach number is defined as

\begin{equation}
\epsilon_{M_{\text{cr}}} = \frac{M_{\text{cr}}(\Delta) - M_{\text{cr}}(\Delta_{\text{res}})}{M_{\text{cr}}(\Delta_{\text{res}})}
\end{equation}

with \( \Delta_{\text{res}} \) being the grid spacing on a Cartesian grid (\( \Delta x = \Delta y = \Delta \))
with 641 × 385 grid points, which is assumed to be fully resolved.
This error is depicted for various discretizations in Fig. 5. As can be
seen, the relative error for the 321 × 193 mesh is equal to 6.6 × 10⁻⁵
and falls within the asymptotic region of convergence of the fluid–
structure discretization.

Remark 1: It is important to note that for the determination of the
divergence point, only the smallest in magnitude eigenvalue is
required. Because large systems are considered in this contribution
(up to approximately \( 1.5 \times 10^5 \) degrees of freedom), the
computation of all eigenvalues is computationally intractable.
Instead, only the smallest eigenvalue is computed using standard
algorithms (e.g., Matlab’s eigs).

2. Flutter

Flutter is regarded as a dynamic instability [1]. Its associated
stability boundary can be found by substitution of the harmonic
solution

\begin{equation}
a = \sum_{n=1}^{n} \hat{a} e^{i \delta_i}
\end{equation}

into the equation of motion in Eq. (20) to yield the quadratic
eigenvalue problem

\[ |\lambda_1| (M_{\text{div}}, \xi) = 0 \] (24)

Fig. 3 Divergence diagram (left) and flutter diagram (right) corresponding to the parameters assembled in Table 2. The critical Mach numbers can be found by determining the point at which the real part of one of the eigenvalues is equal to zero.
Table 2 Parameters used for the validation of the deterministic fluid–structure interaction model

<table>
<thead>
<tr>
<th></th>
<th>Divergence</th>
<th>Flutter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$t_p$</td>
<td>0.675</td>
<td>1.35</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>-</td>
<td>2710</td>
</tr>
<tr>
<td>$E$</td>
<td>77.28</td>
<td>77.28</td>
</tr>
<tr>
<td>$v$</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>$\rho_\infty$</td>
<td>1.225</td>
<td>0.4000</td>
</tr>
<tr>
<td>$a_\infty$</td>
<td>340</td>
<td>300</td>
</tr>
</tbody>
</table>

\[
\{\lambda_i^2 \mathbf{M}(\xi) + \lambda_i C(M_\infty, \xi) + K(M_\infty, \xi)\} \ddot{\mathbf{a}}_i = 0 \quad \text{for} \quad i = 1, \ldots, n
\]  
(28)

The eigenvalues of this system are generally complex and are sorted with descending real part ($\delta_1 > \delta_2 > \ldots > \delta_n$). Because the matrix $K$ depends on both the properties vector $\xi$ and the freestream Mach number, the largest real part of an eigenvalue can be written as

\[
\delta_1 = \delta_i(M_\infty, \xi)
\]  
(29)

The harmonic solution in Eq. (27) is stable in the case that all real parts of the eigenvalues are negative. Hence, the critical Mach number at which flutter occurs is defined by the requirement that $\delta_1$ equals zero, leading to the implicit flutter definition

\[
\delta_1(M_\infty, \xi) = 0
\]  
(30)

This definition is very similar to the definition of the divergence speed in Eq. (24). The determination of the flutter point is therefore done in the same way as for the divergence point. The flutter diagram required to make an initial guess for the critical Mach number is shown in Fig. 3.

The flutter test case considered here is the same as considered in [6], and the parameters used are assembled in Table 2. The proposed method yields $M_\infty \approx 2.27$ for a grid with $321 \times 193$ points, which matches the flutter point obtained in [6]. The corresponding mode of the panel and potential field are shown in Fig. 4. The computation of the flutter point for this grid takes approximately 150 s for the configuration mentioned previously.

A mesh convergence study is performed, and its results are presented in Fig. 5. The relative error as defined in Eq. (26) is shown for various grids. The relative error on a $321 \times 193$ grid is equal to $1.5 \times 10^{-3}$ and falls in the asymptotic region of convergence.

Remark 2: As in the case of divergence, only one (or a few) eigenvalues are required in order to determine the flutter point. The quadratic eigenvalue problem in Eq. (28) is solved by transforming it into a linear eigenvalue problem with twice the original problem size. Appropriate scaling of the transformed system [9] is used to obtain robust results.

III. Stochastic Finite Element Analysis

Existing studies of the panel problem assume the properties of the plate to be exactly known (i.e., the problem is considered to be deterministic). In reality, various sources of randomness are present. These uncertainties can have a significant influence on the stability boundaries and are therefore important to study.

Here, the modulus of elasticity of the plate is considered to be random. Material properties such as the Young’s modulus can be described by a random field $\widetilde{E}(x)$. Consequently, the vector of properties of the panel problem in Eq. (1) is represented by a random vector

\[
\tilde{\mathbf{x}} = [p_\infty, \rho_\infty, a_\infty, t_p, \rho_p, \widetilde{E}(x), v]^T
\]  
(31)

From the definitions of the divergence point in Eq. (24) and flutter point in Eq. (30), it follows that the critical Mach numbers depend on the vector of model properties. Because this vector is random, the critical Mach numbers

\[
\bar{M}_{cr} = \bar{M}_{cr}(\tilde{\mathbf{x}})
\]  
(32)

are also random.

SFEM are considered as finite element methods for solving problems with random input parameters, in this case the modulus of elasticity. The representation of this random field is considered in Sec. III.A. Stochastic finite element methods are used for determination of the statistical moments (mean, standard deviation, etc.) of the critical points as well as for the computation of the probability of occurrence of divergence or flutter below a specified Mach number. The former type of analysis is referred to as uncertainty analysis and is discussed in Sec. III.B. The latter type of stochastic analysis is known as reliability analysis and is treated in Sec. III.C.

A. Discrete Representation of the Random Field of Elastic Properties

The Young’s modulus can be modeled appropriately using a stationary lognormal random field [10]. This allows the fact that the Young’s modulus is strictly positive from a physical point of view to be correctly represented.

A parametrization of the random field of elastic properties $\widetilde{E}(x)$ is required in order to analyze the problem. This parametrization is obtained by defining an underlying stationary Gaussian field

\[
\tilde{G}(x) = \Phi_0(\widetilde{E}(x))
\]  
(33)

with

Fig. 4 Disturbance potential and mode shape for subsonic divergence (left) and supersonic flutter (right) corresponding to the parameters in Table 2.

Fig. 5 Mesh convergence plots for the critical Mach number for divergence (left) and flutter (right) corresponding to the parameters in Table 2.
\[ \mu_G = \ell_n(\mu_E) - \frac{1}{2} \ln(1 + V_F^2) \quad \text{and} \quad \sigma_G^2 = \ell_n(1 + V_F^2) \] (34)

The autocorrelation function of the underlying Gaussian field \( \tilde{G}(x) \) can be exactly related to the properties of the lognormal field \([11]\) by

\[ q_G(x_1, x_2) = \frac{\ell_n(1 + \ln(1 + V_F^2))}{\ell_n(1 + V_F^2)} \] (35)

and is shown in Fig. 6. In the case that properties other than the modulus of elasticity need to be described by random fields, other distributions (e.g., Weibull) might be required. An exact expression for the correlation of the underlying Gaussian field cannot be obtained for most distributions other than lognormal. Approximate expressions are, however, available for many other distributions \([14]\).

The parametrization of the Gaussian field \( \tilde{G}(x) \) is obtained by the truncated Karhunen–Loève expansion \([12]\) as

\[ \tilde{G}(x) \approx G(x, \tilde{z}) = \mu_G + \sum_{i=1}^{m} \sqrt{\xi_i} \tilde{r}_i(x) \tilde{z}_i \] (36)

with \( \tilde{r}_i(x) \) being the eigenvalues and eigenfunctions of the covariance function \( \bar{G}_G(x_1, x_2) \). Here the Karhunen–Loève eigenvalues and eigenfunctions are determined numerically \([13]\).

Because an \( m \)-dimensional parametrization of the Gaussian field \( \tilde{G}(x) \) is obtained, a parametrization of the lognormal field \( \tilde{E}(x) \) follows by application of the inverse of the transformation in Eq. (33) to yield

\[ \tilde{E}(x) \approx E(x, \tilde{z}) = \frac{\mu_E}{\sqrt{1 + V_F^2}} \prod_{i=1}^{m} \exp(\sqrt{\xi_i} \tilde{r}_i(x) \tilde{z}_i) \] (37)

B. Uncertainty Analysis

The statistical moments of the critical Mach number are computed by two methods: the sampling-based crude Monte Carlo method and the sensitivity-based perturbation method. Uncertainty analysis for the panel flutter point using an analytical expression for the aerodynamic operator has been addressed in \([14]\). The methods considered here are based on a numerically discretized fluid domain, which makes them more generally applicable.

1. Crude Monte-Carlo Method

The statistical moments of the critical Mach number can be obtained using the crude Monte-Carlo method. In this method, realizations of the field of elastic properties in Eq. (37) are sampled, and the critical Mach number is determined for each realization. The mean critical Mach number and its standard deviation is obtained from the sample by

\[ \tilde{\mu}_{M_c} = \frac{1}{n^{M_{\mu_c}}} \sum_{i=1}^{n^{M_{\mu_c}}} M_c(z_i) \quad \text{and} \quad \tilde{\sigma}_{M_c} = \sqrt{\frac{1}{n^{M_{\sigma_c}}} \sum_{i=1}^{n^{M_{\sigma_c}}} (M_c(z_i) - \tilde{\mu}_{M_c})^2} \] (38)

The accuracy of the estimates for the mean and standard deviation of the critical Mach number obviously depends on the sample sizes \( n \). The required sample size depends on 1) the required accuracy of the statistical moments, and 2) the distribution of the response, in this case the critical Mach number.

The required accuracy is commonly specified by a confidence level \( C \), defined for the mean of the critical Mach number as

\[ \Pr \left[ \frac{\mu_{M_c} - \tilde{\mu}_{M_c}}{\mu_{M_c}} \geq 1 - C_{\mu_{M_c}} \right] = 1 - C_{\mu_{M_c}} \] (39)

A similar expression can be written for its standard deviation. An a priori estimate of the sample size required for the approximation of the mean with a confidence level \( C \) is given by \([15]\)

\[ n^{M_{\mu_c}} \geq \frac{\Phi^{-1}(1/2) C_{\mu_{M_c}}}{1 - C_{\mu_{M_c}}} V_{M_c}^2 \] (40)

which is derived assuming the coefficient of variation of the sampled mean to be equal to \( V_{\mu_{M_c}} = V_{M_c} / n^{M_{\mu_c}} \ [15,16] \). In a similar way, the required sample size for the approximation of the standard deviation with specified confidence level \( C_{\mu_{M_c}} \) is obtained from

\[ n^{M_{\sigma_c}} \geq \frac{1}{2} \left( \frac{\Phi^{-1}(1/2) C_{\mu_{M_c}}}{1 - C_{\mu_{M_c}}} \right)^2 V_{M_c}^2 \] (41)

where the coefficient of variation of the sampled standard deviation is taken as \( V_{\sigma_{M_c}} = \sqrt{2n^{M_{\sigma_c}}} / [16] \).

Under the condition that the same confidence level is desired for both the mean and standard deviation, and assuming the coefficient of variation of the response to be smaller than \( V_{\mu_{M_c}} = \sqrt{2} / \sqrt{2} \), the sample size requirement is governed by Eq. (41). This sample size estimate is independent of the response and depends only on the confidence level. For a 95% confidence level of the standard deviation a sample size of 768 is required, for a confidence level of 99% this number increases to 33,174.

The advantage of the crude Monte Carlo method is that no assumptions regarding the distribution of the critical Mach number are made. Its obvious disadvantage is the computational effort it requires.

2. Perturbation Methods

The statistical moments of the flutter or divergence point can be approximated using the perturbation method \([4]\). This method is based on the multidimensional second-order Taylor expansion given

Fig. 6 Prescribed autocorrelation function (left), and ratio of correlation function for the underlying Gaussian field and prescribed autocorrelation function (right).
by

\[ M_{\alpha}(z) = M_{\alpha}|_{x} + \nabla M_{\alpha}|_{x} (z - \alpha) + \frac{1}{2} (z - \alpha)^T \nabla^{2} M_{\alpha}|_{x} (z - \alpha) \tag{42} \]

where \( \nabla M_{\alpha}|_{x} \) and \( \nabla^{2} M_{\alpha}|_{x} \) are, respectively, the gradient and Hessian of the critical Mach number with respect to the standard normal random variables, both evaluated at the center of expansion \( \alpha \). For notational convenience this expression is rewritten as

\[ M_{\alpha}(z) = a + b^T z + \frac{1}{2} z^T C z \tag{43} \]

with

\[ a = M_{\alpha}|_{x} - \nabla M_{\alpha}|_{x} \alpha + \frac{1}{2} \alpha^T \nabla^{2} M_{\alpha}|_{x} \alpha \tag{44} \]

\[ b^T = \nabla M_{\alpha}|_{x} - \alpha^T \nabla^{2} M_{\alpha}|_{x} \alpha \tag{45} \]

\[ C = \nabla^{2} M_{\alpha}|_{x} \tag{46} \]

The mean critical point is obtained by using the quadratic expansion in Eq. (43) as \[ \mu_{M_{\alpha}} = \int \mathcal{G} M_{\alpha}(x) p_{x} dx = a + \frac{1}{2} \text{Tr}[C] \tag{47} \]

Similarly, the variance of the critical Mach number is obtained as

\[ \sigma_{M_{\alpha}}^{2} = \int \mathcal{G} (M_{\alpha}(z) - \mu_{M_{\alpha}})^2 p_{x} dz = b^T b + \frac{1}{2} \text{Tr}[C^2] \tag{48} \]

Remark 3: The expressions for the mean and standard deviation of the critical point in terms of its sensitivities are based on the fact that uncorrelated standard normal random variables are considered (i.e., the correlation matrix is equal to the identity matrix). For that reason, the expressions deviate from those commonly used for the perturbation method [4]. It is important to note that for the second-order expression of the mean, only the diagonal entries of the Hessian are required, which saves computational effort. Unfortunately all entries of the Hessian are required for the second-order standard deviation.

Obviously, the quality of the approximated statistical moments depends on the choice for the center of expansion \( \alpha \). In the case that the input random field is Gaussian, a simple choice is to use \( \alpha = \mathbf{0} \). This choice implies an expansion around the mean of the input random field and is therefore referred to as the mean-centered perturbation method. For a normal distribution, the mean coincides with the median and the mode of the considered field. For the lognormal random field considered here, the mean, median, and mode do not coincide. Therefore, mean-centered, median-centered, and mode-centered perturbation methods are used, as described in the following:

1) The choice of \( \alpha \) for the mean-centered perturbation method is obtained by requiring the random field in Eq. (37) to be equal to the mean at every point on the plate

\[ \mu_{E} = \frac{\mu_{E}}{\sqrt{1 + V_{E}^2}} \prod_{i=1}^{m} \exp(\sqrt{\xi_{i}} \tilde{r}_{i}(x) \alpha^{\text{mean}}) \quad \forall \ x \in [0, h] \tag{49} \]

In its strong form, this requirement can only be satisfied for each point as \( m \to \infty \). Instead, we enforce the condition weakly. This is done by first rewriting Eq. (49) to yield

\[ \frac{1}{2} \ln (1 + V_{E}^2) = \sum_{i=1}^{m} \sqrt{\xi_{i}} \tilde{r}_{i}(x) \alpha^{\text{mean}} \tag{50} \]

and then projecting it on the basis of Karhunen–Loeve functions \( \tilde{r}_{i}(x) \) using

\[ \int_{-d/2}^{d/2} \frac{1}{2} \ln (1 + V_{E}^2) \tilde{r}_{i}(x) dx = \int_{-d/2}^{d/2} \sum_{i=1}^{m} \sqrt{\xi_{i}} \tilde{r}_{i}(x) \alpha^{\text{mean}} \tilde{r}_{i}(x) dx \tag{51} \]

for \( j = 1, \ldots, m \). Using the orthogonality of the Karhunen–Loeve functions, the components of \( \alpha^{\text{mean}} \) are obtained as

\[ \alpha^{\text{mean}} = \frac{1}{\sqrt{\xi_{i}}(1 + V_{E}^2)} \int_{-d/2}^{d/2} \tilde{r}_{i}(x) dx \quad \text{for} \ i = 1, \ldots, m \tag{52} \]

The realization of the random field in Eq. (37) for \( z = \alpha^{\text{mean}} \) is shown in Fig. 7. The relative error of the mean remains smaller than approximately 0.2%.

2) For the median-centered perturbation method, \( \alpha \) is chosen such that the lognormal random field in Eq. (37) is equal to the median of the lognormal distribution

\[ \text{Med} [\tilde{E}(x)] = \sqrt{1 + V_{E}^2} \frac{\mu_{E}}{\sqrt{1 + V_{E}^2}} \prod_{i=1}^{m} \exp(\sqrt{\xi_{i}} \tilde{r}_{i}(x) \alpha^{\text{med}}) \quad \forall \ x \in [0, h] \tag{53} \]

The components are obtained in the same way as for the mean-centered perturbation method, which results in

\[ \alpha^{\text{med}} = 0 \quad \text{for} \ i = 1, \ldots, m \tag{54} \]

This result coincides with the corresponding perturbation method for a normal input random field, which could be expected because the cumulative density function is preserved upon the transformation in Eq. (33). In Fig. 7 it can be seen that the realization of the random field in Eq. (37) for \( x = \alpha^{\text{med}} \) exactly equals the median in all points.

3) For the mode-centered perturbation method, \( \alpha \) is selected to resemble the mode of the lognormal field in Eq. (37) given by

\[ \text{Med} [\tilde{E}(x)] = \sqrt{1 + V_{E}^2} \frac{\mu_{E}}{\sqrt{1 + V_{E}^2}} \prod_{i=1}^{m} \exp(\sqrt{\xi_{i}} \tilde{r}_{i}(x) \alpha^{\text{mod}}) \quad \forall \ x \in [0, h] \tag{55} \]

![Fig. 7 Realizations and relative errors of the lognormal random field for the expansion point corresponding to the mean (solid), median (dashed), and mode (dash-dot) compared with the exact quantities (dotted). This plot is based on the discretization parameters as mentioned in Sec. V, with coefficient of variation \( V_{E} = 0.2 \).](image-url)
The components are obtained in the same way as for the mean-centered perturbation method, which results in

\[ a^\text{mod}_i = -f_i(1 + V^2_i) \frac{\hat{r}_i(x)dx}{\sqrt{\zeta_i}} \quad \text{for} \quad i = 1, \ldots, m \]  \hspace{1cm} (56)

The realization of the random field in Eq. (37) for \( z = a^\text{mod} \) is shown in Fig. 7. The relative error of the mode remains smaller than approximately 0.5%.

C. Reliability Analysis

The statistical moments of the critical Mach number give an indication of the sensitivity of the problem to the random input field. However, from a design point of view it is often of more interest to investigate the occurrence of a rare event, in this case the occurrence of flutter or divergence below a specified Mach number \( M_{\text{lim}} \). Because the occurrence of either flutter or divergence will lead to failure, the probability of failure \( p_{\text{fail}} \) can be expressed mathematically as

\[ p_{\text{fail}} = P[z \leq M_{\text{lim}}] = \int_{z=\infty}^{\infty} I(z)\varphi(z)dz \]  \hspace{1cm} (57)

where the indicator function \( I(z) \) is defined as

\[ I(z) = \begin{cases} 1 & M_{\text{cr}}(z) < M_{\text{lim}} \\ 0 & M_{\text{cr}}(z) \geq M_{\text{lim}} \end{cases} \]  \hspace{1cm} (58)

As illustrated in Fig. 8, the random space is divided in two parts by the limit-state function

\[ G(\bar{z}) = M_{\text{cr}}(\bar{z}) - M_{\text{lim}} = 0 \]  \hspace{1cm} (59)

It is assumed that the “safe” domain \( (G(\bar{z}) > 0) \) and “failure” domain \( (G(\bar{z}) \leq 0) \) are connected domains and that the curvature of the limit-state function is relatively small. The appropriateness of these assumptions will be demonstrated by numerical experiments.

Three methods are considered for the computation of the probability of failure: the sampling-based crude Monte-Carlo method, the sensitivity-based geometrical reliability method, and the importance sampling method, which can be seen as a combination of the first two methods.

1. Crude Monte Carlo Method

For the crude Monte Carlo method, the probability of failure in Eq. (57) is approximated as

\[ p_{\text{fail}} = \frac{1}{n_{\text{fail}}} \sum_{j=1}^{n_{\text{fail}}} I(z_j) \]  \hspace{1cm} (60)

where the required sample size \( n_{\text{fail}} \) depends on the required confidence level

\[ \Pr \left[ \frac{\hat{p}_{\text{fail}} - p_{\text{fail}}}{p_{\text{fail}}} \right] \geq 1 - C_{\text{fail}} \leq 1 - C_{\text{fail}} \]  \hspace{1cm} (61)

Because the probability of failure is defined as the mean of the indicator function in Eq. (58), Eq. (40) can be rewritten to yield

\[ n_{\text{fail}}' \geq \left( \frac{\Phi^{-1} \left( \frac{1 + C_{\text{fail}}}{2} \right)}{\sqrt{C_{\text{fail}}}} \right)^2 V_z^2 \]  \hspace{1cm} (62)

where the square of the coefficient of variation of the indicator function is given by

\[ V_z^2 = \frac{E[I(z^2)] - \mu_z^2}{\mu_z^2} = 1 - \frac{1}{P_{\text{fail}}} \]  \hspace{1cm} (63)

Equations (62) and (63) demonstrate that the required sample size primarily depends on the probability of failure. Because generally rare events (very small probability of occurrence) are considered, crude Monte Carlo sampling requires large sample sizes and is therefore very computationally intensive.

2. Geometrical Reliability Method

In the reliability method, the limit-state function in Eq. (59) is approximated by a Taylor expansion, which makes analytical determination of the probability of failure possible. The approximation of the limit-state function \( G(z) = 0 \) can best be done by using a Taylor expansion around the point that is closest to the origin, where the contribution to the integral shown in Eq. (57) is largest. This point is indicated by \( \bar{z}^* \) and is often referred to as the design point or \( \beta \) point (because \( \beta = \| \bar{x}^* \| \)).

Under the assumption that the limit-state function is smooth and its curvature relatively small, the design point can be found by solving the minimization problem

\[ \begin{cases} \text{minimize} & \| \bar{z} \| \\ \text{subject to} & M_{\text{cr}}(\bar{z}) = M_{\text{lim}} \end{cases} \]  \hspace{1cm} (64)

The Hasofer–Lind Rackwitz–Fiessler algorithm [18] can be used to solve this minimization problem. This algorithm determines an improved estimate \( \bar{z}^{t+1} \) from a given point \( \bar{z}^t \) in random space using

\[ \bar{z}^{t+1} = \left[ \frac{\text{VM}_{\text{cr}}|_{\bar{x}^t} \bar{x}^t - (M_{\text{cr}}(\bar{x}^t) - M_{\text{lim}}) |\text{VM}_{\text{cr}}|_{\bar{x}^t}}{\|\text{VM}_{\text{cr}}|_{\bar{x}^t}\|^2} \right] \]  \hspace{1cm} (65)

Combining Eq. (65) with expressions for the sensitivities obtained in Sec. IV allows the design point \( \bar{z}^* \) to be determined iteratively.

Once the design point is computed, the probability of failure shown in Eq. (57) can be evaluated by rotation of random space as illustrated in Fig. 8. If the limit-state surface is approximated as a linear plane orthogonal to the \( \eta_1 \) axis, the probability of failure \( p_{\text{fail}} \) following from the first-order reliability method (FORM) is given by

\[ p_{\text{fail}} = \int_{z=\infty}^{\infty} I(z)\varphi(z)dz = \int_{-\infty}^{\infty} I(\eta_1)\varphi(\eta_1)d\eta_1 = \Phi(-\beta) \]  \hspace{1cm} (66)

The first-order result can be improved by application of the Breitung correction factor [19]. This is called the second-order reliability method (SORM) because the curvature of the limit-state function is also taken into account. The probability of failure is then given by

\[ p_{\text{fail}} = \Phi(-\beta) \prod_{i=1}^{m} \frac{1}{\sqrt{1 + \beta \kappa_i}} \]  \hspace{1cm} (67)

where \( \kappa_i \) are the main curvatures of the limit-state function at the design point. The main curvatures are computed on the basis of the second-order derivatives of the critical Mach number as derived in Sec. IV.

The advantage of the geometrical reliability method is that it requires little computational effort compared with crude Monte Carlo sampling. The drawback of the method is, however, its lack of accuracy. Especially in cases with large coefficients of...
variation, the reliability method tends to underestimate the probability of failure.

3. Importance Sampling

The idea of importance sampling is to use the computed design point to reduce the required sample size of the crude Monte Carlo simulation, by sampling around the design point \((\mathbf{z} = \mathbf{z}^*)\) rather than around the mean of the normal random space \((\mathbf{z} = \mathbf{0})\). This is done by defining \(\theta = \mathbf{z} - \mathbf{z}^*\), such that the design point corresponds to \(\theta^* = 0\). The probability of failure can then be expressed as

\[
\tilde{p}_{\text{fail}} = \int_{\mathbb{R}^n} I(\theta, \mathbf{z}^*) \varphi(\theta) d\theta
\]

with \(I\) being the shifted indicator function defined as

\[
I(\theta, \mathbf{z}^*) = I(\theta + \mathbf{z}^*) \frac{\varphi(\theta + \mathbf{z}^*)}{\varphi(\theta)}
\]

From Eq. (68) it is clear that the probability of failure is equal to the mean of this shifted indicator function, which can be obtained using Monte Carlo sampling as

\[
\tilde{p}_{\text{fail}} = \frac{1}{n_{\mu}} \sum_{i=1}^{n_{\mu}} I(\theta_j + \mathbf{z}^*) \frac{\varphi(\theta_j + \mathbf{z}^*)}{\varphi(\theta_j)}
\]

An approximation of the required sample for the computation of this probability of failure with confidence level \(C_{\mu}\) follows from Eq. (62) as

\[
n_{\mu} = \frac{\Phi^{-1}(1-C_{\mu})}{\beta^2}
\]

The square of the coefficient of variation is given by

\[
V_2^2 = \frac{E[I^2] - \tilde{p}_{\text{fail}}^2}{\tilde{p}_{\text{fail}}^2}
\]

with

\[
E[I^2] = \int_{\mathbb{R}^n} I(\mathbf{z}) \frac{\varphi(\mathbf{z})}{\varphi(\theta)} \varphi(\mathbf{z}) d\mathbf{z}
\]

In case the design point is sufficiently large \((\beta \gg 1)\), this expression can be rewritten as

\[
E[I^2] \approx \exp\left(\frac{-1}{2\beta^2}\right) \int_{\mathbb{R}^n} I(\mathbf{z}) \varphi(\mathbf{z}) d\mathbf{z} \approx 2\tilde{p}_{\text{fail}}^2
\]

Substitution of this result in Eq. (72) then yields \(V_2 = 1\), which can be substituted in Eq. (71) to obtain an estimate for the required sample size as

\[
n_{\mu} = \frac{\Phi^{-1}(1-C_{\mu})}{\beta^2}
\]

which is independent of the probability of failure. In contrast to the crude Monte Carlo method, importance sampling remains feasible if the probability of failure is small.

IV. Sensitivities Computation

As discussed in the previous section, the first- and second-order sensitivities of the critical points are required for various methods for uncertainty and reliability analysis. The determination of the sensitivities of the divergence point and flutter point is discussed next.

A. Sensitivities of the Divergence Point

The first-order derivatives of the divergence point \(M_{div}(\mathbf{z})\) with respect to the random variables \(\mathbf{z}\) can be computed by the differentiation of Eq. (24) with respect to the random variables to obtain

\[
\frac{d\lambda_i}{d\xi_i} = \frac{\partial \lambda_i}{\partial M_{div}} \frac{dM_{div}}{d\xi_i} + \frac{\partial \lambda_i}{\partial \xi_i} = 0 \quad \text{for} \quad i = 1, \ldots, m
\]

Rewriting this expression yields the sensitivity of the divergence point as

\[
\frac{\partial M_{div}}{d\xi_i} = -\left(\frac{\partial \lambda_i}{\partial M_{div}}\right)^{-1} \frac{\partial \lambda_i}{\partial \xi_i} \quad \text{for} \quad i = 1, \ldots, m
\]

The second-order derivatives of the flutter point with respect to the random variables \(\mathbf{z}\) is obtained by differentiating Eq. (76) with respect to \(\mathbf{z}\) to get

\[
\frac{d^2 \lambda_i}{d\xi_i d\xi_j} = \frac{\partial^2 \lambda_i}{\partial M_{div} \partial d\xi_i} \frac{dM_{div}}{d\xi_j} + \frac{\partial^2 \lambda_i}{\partial \xi_i \partial d\xi_j} \frac{d\xi_i}{d\xi_j} + \frac{\partial^2 \lambda_i}{\partial d\xi_i \partial d\xi_j} \frac{d\xi_i}{d\xi_j} = 0 \quad \text{for} \quad i, j = 1, \ldots, m
\]

Rewriting this expression then yields the second-order sensitivities of the divergence point as

\[
\frac{\partial^2 M_{div}}{d\xi_i d\xi_j} = -\left(\frac{\partial \lambda_i}{\partial M_{div}}\right)^{-1} \left[\frac{\partial^2 \lambda_i}{\partial M_{div} \partial d\xi_i} \frac{dM_{div}}{d\xi_j} + \frac{\partial^2 \lambda_i}{\partial \xi_i \partial d\xi_j} \frac{d\xi_i}{d\xi_j} + \frac{\partial^2 \lambda_i}{\partial d\xi_i \partial d\xi_j} \frac{d\xi_i}{d\xi_j}\right] \quad \text{for} \quad i, j = 1, \ldots, m
\]

From Eqs. (77) and (79) it is observed that the first- and second-order derivatives of the divergence point can be computed once the derivatives of the smallest eigenvalue \(\lambda_i\) with respect to the Mach number and random variables are known. To find the eigenvalue sensitivities, the derivatives of the system matrices are required. These sensitivities can be obtained as explained in Sec. IV.C. Using the system matrix sensitivities, the eigenvalue derivatives are computed as elaborated in [20]. This requires the computation of the left and right eigenvector as well as the computation of the derivatives of the right eigenvector corresponding to the smallest eigenvalue. Because only the derivatives of this single eigenvector are required, Nelson’s method [21] is used. This method only requires the solution of two linear systems per eigenvector derivative and can therefore efficiently be applied in this case.

B. Sensitivities of the Flutter Point

Because both the Mach number \(M_{\infty}\) and random variables \(\mathbf{z}\) are real valued, the sensitivities of the flutter point can be derived in exactly the same way as in the case of the divergence point, yielding

\[
\frac{\partial \delta_i}{\partial \xi_i} = -\left(\frac{\partial \delta_i}{\partial M_{\infty}}\right)^{-1} \frac{\partial \delta_i}{\partial \xi_i} \quad \text{for} \quad i = 1, \ldots, m
\]

and

\[
\frac{\partial^2 \delta_i}{\partial \xi_i \partial \xi_j} = -\left(\frac{\partial \delta_i}{\partial M_{\infty}}\right)^{-1} \left[\frac{\partial^2 \delta_i}{\partial M_{\infty} \partial \xi_i} \frac{dM_{\infty}}{d\xi_j} + \frac{\partial^2 \delta_i}{\partial \xi_i \partial \xi_j} \frac{d\xi_i}{d\xi_j} + \frac{\partial^2 \delta_i}{\partial \xi_i \partial \xi_j} \frac{d\xi_i}{d\xi_j}\right] \quad \text{for} \quad i, j = 1, \ldots, m
\]
C. Sensitivities of the Coupled System Matrices

To obtain the eigenvalue sensitivities, the derivatives of the system matrices with respect to the random variables are required. Because the randomness is considered to be in the modulus of elasticity alone, the mass and damping matrix are not random. The stiffness matrix of the coupled system is random and its sensitivities are obtained as
\[
\frac{\partial \mathbf{K}}{\partial z_i} = \frac{\partial \mathbf{K}}{\partial E} \frac{\partial E}{\partial z_i} \quad \text{and} \quad \frac{\partial^2 \mathbf{K}}{\partial z_i \partial z_j} = \frac{\partial \mathbf{K}}{\partial E} \frac{\partial^2 E}{\partial z_i \partial z_j} + \frac{\partial^2 \mathbf{K}}{\partial E^2} \frac{\partial E}{\partial z_i} \frac{\partial E}{\partial z_j} \tag{82}
\]
for \( i, j = 1, \ldots, m \), where the first-order and second-order derivatives of the modulus of elasticity with respect to the Gaussian random variables \( z \) are obtained by differentiation of Eq. (37) as
\[
\frac{\partial E(x, z)}{\partial z_i} = \sqrt{\xi} \frac{\partial f_i(x)}{\partial x} E(x, z) \quad \text{and} \quad \frac{\partial^2 E(x, z)}{\partial z_i \partial z_j} = \sqrt{\xi} \frac{\partial^2 f_i(x)}{\partial x^2} E(x, z) \tag{83}
\]
for \( i, j = 1, \ldots, m \).

V. Numerical Simulations

Numerical experiments are performed to test the proposed methods for reliability and uncertainty analysis of the critical points. All computations are performed on a 321 \( \times \) 193 grid, for which relative errors in the deterministic critical Mach numbers of 6.6 \( \times \) 10\(^{-4}\) and 1.5 \( \times \) 10\(^{-3}\) were observed for divergence and flutter, respectively. The choice of this grid is dictated by the computational cost required for crude Monte Carlo simulations with acceptable confidence levels. In the subsequent sections, the results of the various methods are compared on the basis of both accuracy and computational effort. To compare the accuracy of the various methods, error estimates are obtained for both discretization errors and sampling errors.

The parameters used for the numerical simulations are assembled in Table 2. The mean modulus of elasticity \( \mu_E \) is considered to be equal to the deterministic Young’s modulus \( E \) as given in the parameter table. The random field for the modulus of elasticity in Eq. (37) is defined with the autocorrelation function \( \rho_E = \exp(-|x_i - x_j|/l_e) \), where the characteristic length \( l_e \) is 10% of the plate length. The plate is discretized using 16 Karhunen–Loeve terms \( m = 16 \), which corresponds to the criterion that the Karhunen–Loeve expansion is truncated for eigenvalues smaller in magnitude than 5% of the largest eigenvalue magnitude. Coefficients of variation \( V_z \) up to 50% are considered.

A. Panel Divergence in Subsonic Flow

The various stochastic methods are tested for the subsonic test case introduced in Sec. II.E.1. The results for the uncertainty analyses are collected in Table 3.

The Monte Carlo simulations have been performed with a sample size of over 33,000, which is based on a confidence level of 99% for the standard deviation in the absence of discretization errors. As mentioned in Sec. II.E.1, the computation of a single realization takes about 50 s on a 2.8 GHz Quad-Core Intel Xeon 5400 series processor. Because the crude Monte Carlo method is suitable for parallel computing, a computation can be performed in less than three days on a platform with two of the previously mentioned processors (8 cores) and 10 GB of internal memory. Assessment of the discretization error in a Monte Carlo simulation is a delicate task. The main problem is that the discretization error is, in general, dependent on the realization considered and is therefore a random variable. As outlined in the Appendix, this random error reduces the overall confidence level. Information about these confidence levels is incorporated in Table 3. The confidence levels for both the mean and standard deviation are hardly affected by the discretization error.

Computation of the statistical moments using the perturbation methods on the 321 \( \times \) 193 grid requires 32 min, which is 38 times the deterministic computation time. In contrast to the crude Monte Carlo method, an error estimate of the results for the perturbation methods can be obtained in a straightforward manner by means of a mesh convergence study. The discretization errors for the mean and standard deviation are defined as
\[
\varepsilon_{\mu_{\Delta z}} = \frac{\mu_{\Delta z} - \mu_{\Delta z}}{\mu_{\Delta z}} \quad \text{and} \quad \varepsilon_{\sigma_{\Delta z}} = \frac{\sigma_{\Delta z} - \sigma_{\Delta z}}{\sigma_{\Delta z}} \tag{84}
\]
respectively, with \( \Delta z \) being the mesh size corresponding to the 641 \( \times \) 385 grid. In Fig. 9 the relative errors are plotted for various grid sizes for the mean-centered perturbation method with 10% coefficient of variation in the modulus of elasticity. As can be seen, the 321 \( \times \) 193 grid result falls in the asymptotic region of convergence. The relative errors of the mean and standard deviation on this grid are respectively 6.6 \( \times \) 10\(^{-4}\) cos and 6.7 \( \times \) 10\(^{-4}\), both of which hardly differ from the deterministic error \( \varepsilon_{\Delta z} = 6.6 \times 10^{-4} \). For all other simulations, the relative errors are collected in Table 3. As can be seen, all errors in the mean and standard deviation remain in the same order of magnitude as the deterministic error.

The results of all the perturbation methods are in excellent agreement with those obtained using the crude Monte Carlo simulation. Apparently, the relation between the divergence point and the random variable can very well be approximated by a second-order Taylor expansion. Because accurate perturbation results are obtained with only a small fraction of the computational effort involved in crude Monte Carlo sampling, the perturbation method is considered to be more efficient than the crude Monte Carlo method in the considered test case.

A significant drop of the mean divergence point is observed. In the case of 25% coefficient of variation of the modulus of elasticity, the mean drops with 1.7%. In the case of \( V_z = 50\% \), a drop of 6% is observed. The assumed uncertainties reduce the critical Mach number and hence the deterministic results are nonconservative. This effect must normally be accounted for by ad hoc safety factors. Reliability analysis, however, can be used for the more precise definition of these safety factors.

The results of the methods for reliability analysis are compared in Table 4, where the probability of the occurrence of divergence below a Mach number of 0.125 is considered.

The sample obtained for uncertainty analysis is used to obtain the crude Monte Carlo reliability results. In the absence of a discretization error, the confidence levels are obtained using Eq. (AB)
as 97.1 and 83.4% for the cases of 50 and 25% coefficient of variation of the modulus of elasticity. The probability of failure with 10% variation in the Young’s modulus cannot be determined, because the probability is too small to be computed using 33,000 realizations. The influence of the discretization error on the confidence level is described in the Appendix. The confidence levels, including the influence of the random discretization errors, are incorporated in Table 4.

The computation of the probability of failure on the 321 × 193 grid using the reliability methods takes approximately 80 min on the previously mentioned hardware. An error estimate of the results can be obtained by means of a mesh convergence study. The discretization error

\[
\epsilon_{\text{pul}}(\Delta) = \frac{p_{\text{ul}}(\Delta) - p_{\text{ul}}(\Delta_{\text{res}})}{p_{\text{ul}}(\Delta_{\text{res}})}
\] (85)

is shown in Fig. 9 for the first-order reliability method results corresponding to 25% coefficient of variation in the modulus of elasticity. As can be seen, the 321 × 193 falls in the asymptotic region of convergence. The relative error of the failure probability is −1.0 × 10⁻². The corresponding relative error in the design point is given by

\[
\epsilon_{\beta}(\Delta) = \frac{p_{\text{ul}}(\Delta_{\text{res}})}{\hat{\beta}(\Delta_{\text{res}})\hat{\sigma}(\Delta_{\text{res}})} \epsilon_{\text{pul}}(\Delta)
\] (86)

which equals −5.6 × 10⁻³ and falls in the asymptotic region of convergence. For the performed simulations it is observed that this relative error in the beta point remains of the same order of magnitude upon changing the coefficient of variation of the modulus of elasticity. Consequently, the relative error in the probability of failure increases significantly upon decreasing the failure probability. As can be seen in Table 4, the relative error of the failure probability increases to 21% for the case of 10% coefficient of variation in the Young’s modulus.

The importance sampling simulations are performed using over 15,000 realizations, which corresponds with a confidence level of 95%. These simulations take less than half the time of the considered crude Monte Carlo simulations. The confidence levels with the discretization error incorporated are shown in Table 4. As can be seen, the confidence levels for the two smallest failure probabilities are considerably better than in the crude Monte Carlo case, despite the fact that less than half of the numbers of realizations are used. For the relatively large failure probability corresponding to a 50% modulus of elasticity coefficient of variation, a comparable confidence level is achieved as in the crude Monte Carlo case.

As can be seen in Table 4, the importance sampling method and crude Monte Carlo method both converge to the same probabilities of failure, which implies that the assumptions made for the importance sampling method are valid. For the same reason, the importance sampling results can also be used as a benchmark. As can be seen, the first- and second-order reliability methods give reasonable estimates for the probability of failure. For the performed simulations, SORM turns out to be an appropriate method, because its computational cost is negligible compared with the importance sampling method.

### Table 4 Results of the methods for reliability analysis for the divergence test case, with $M_{\text{fl}} = 0.125.5$

<table>
<thead>
<tr>
<th>Method</th>
<th>Failure probability $p_{\text{ul}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$</td>
<td>0.023, 0.17</td>
</tr>
<tr>
<td>Crude Monte Carlo</td>
<td>$3.5 \times 10^{-15}$, $2.0 \times 10^{-1}$, $3.9 \times 10^{-2}$</td>
</tr>
<tr>
<td>FORM</td>
<td>$0.018$, $0.13$</td>
</tr>
<tr>
<td>SORM</td>
<td>$4.2 \times 10^{-15}$, $0.021$, $0.15$</td>
</tr>
<tr>
<td>Importance sampling</td>
<td>$4.7 \times 10^{-15}$, $0.0024$, $0.17$</td>
</tr>
</tbody>
</table>

### Table 5 Results of the methods for uncertainty analysis for the divergence test case, with a grid of 321 × 193 points. The deterministic flutter Mach number is $M_{\text{fl}} = 2.27.2$

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean $\mu_{\text{M}_{\text{fl}}}$</th>
<th>Standard deviation $\sigma_{\text{M}_{\text{fl}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_0$</td>
<td>0.10, 0.25</td>
<td>0.14, 0.36</td>
</tr>
<tr>
<td>Crude Monte Carlo</td>
<td>2.25, 2.13</td>
<td>(2.6 × 10⁻¹), (4.1 × 10⁻¹)</td>
</tr>
<tr>
<td>Mean centered</td>
<td>2.25, 2.16</td>
<td>(1.5 × 10⁻¹), (1.5 × 10⁻¹)</td>
</tr>
<tr>
<td>Median centered</td>
<td>2.25, 2.14</td>
<td>(1.5 × 10⁻¹), (1.5 × 10⁻¹)</td>
</tr>
<tr>
<td>Mode centered</td>
<td>2.25, 2.14</td>
<td>(1.5 × 10⁻¹), (1.3 × 10⁻¹)</td>
</tr>
</tbody>
</table>
Table 6 Results of the methods for reliability analysis for the divergence test case, with $M_{\infty} = 1.75$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$P_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crude Monte Carlo</td>
<td>0.10 (8.4 x 10^-2)</td>
</tr>
<tr>
<td>FORM</td>
<td>1.6 x 10^-4 (-1.4 x 10^-2)</td>
</tr>
<tr>
<td>SORM</td>
<td>3.7 x 10^-4 (1.0 x 10^-1)</td>
</tr>
<tr>
<td>Importance sampling</td>
<td>1.8 x 10^-4 (6.3 x 10^-2)</td>
</tr>
</tbody>
</table>

For the reliability methods, the relative errors as defined in Eq. (84) are indicated in between the brackets. For the crude Monte Carlo method, one minus the confidence level (as defined in the Appendix) is shown.

As can be seen in Table 5, the mean and standard deviation are accurately predicted by the perturbation methods in the case of 10% coefficient of variation in the modulus of elasticity. In the case of 25% coefficient of variation, the mean is overestimated by the perturbation methods, especially by the mean-centered and median-centered perturbation methods. The mode-centered method gives the best correspondence with the crude Monte Carlo result. The standard deviation is underestimated by all perturbation methods. This increased error can (at least partially) be explained by the behavior of the fluid model near the sonic speed ($M_{\infty} = 1$). As can be seen in Fig. 11, the real part of the smallest eigenvalue approaches an asymptote at that speed. As a consequence, the second-order truncation of the Taylor expansion of the response yields inaccurate approximations. According to the results of the reliability analysis, there is a significant contribution of this regime to the statistical moments because, on average, approximately 1 out of every 8 realizations falls in the regime below $M_{\infty} = 1.75$. Approximately 1 out of every 16 realizations even falls in the regime below $M_{\infty} = 1.50$.

As in the case of divergence, the mean critical Mach number drops due to the uncertainties in the modulus of elasticity. For 25% coefficient of variation, the mean drops with 6.2%. Hence, the influence of the uncertainties is much stronger in the flutter case. This is confirmed by the fact that the coefficient of variation of the flutter point is considerably larger than that of the divergence point (16.9 vs 5.4% for the case of 25% Young’s modulus coefficient of variation).

As in the divergence test case, the importance sampling method and crude Monte Carlo method produce the same results when the failure probability is relatively high ($V_E = 0.25$). Importance sampling requires, however, a smaller sample size and remains applicable for small probabilities of failure ($V_E = 0.10$). The first-order reliability method slightly underestimates the failure probability, whereas it is considerably overestimated by the second-order method. Both methods yield good indications of the failure probabilities and require negligible computation time compared with the sampling-based methods. Because SORM provides a conservative estimate of the failure probability, it is a good alternative for the sampling-based methods. If accurate results are required, importance sampling is the most attractive method.

VI. Conclusions

As an example of a fluid–structure interaction model, we have considered the interaction of a flexible panel and a linearized potential flow, where the elastic properties of the panel are described using a discrete random field. The critical points and their sensitivities are obtained by consideration of the eigenvalues of a monolithically coupled system of equations.

Two methods for the determination of the statistical moments of the critical points are proposed. The crude Monte Carlo method is impractical due to the computational effort required for the computation of accurate results. For the cases considered here, the perturbation method is found to be efficient for determination of the mean and standard deviation of the critical Mach numbers. The critical points can be approximated accurately in only a small fraction of the time required for an accurate crude Monte Carlo simulation.

The probability of the occurrence of instabilities below a specified Mach number is also computed using three methods. The crude Monte Carlo method is impractical for small failure probabilities due to the required sample sizes. The sensitivity-based geometrical reliability method is found to be a good method for obtaining a reasonably accurate estimation of the failure probability. The importance sampling method can be used to increase the accuracy of the reliability method.

The results presented illustrate that the uncertainties decrease the average Mach numbers at which instabilities occur. This implies that deterministic computations yield nonconservative estimates of the
stability boundaries. The use of stochastic methods can therefore provide critical information for the design of structures for which fluid–structure interactions are important. This contribution has demonstrated that stochastic finite element methods are practical methods for including the effect of uncertainties in realistic fluid–structure interaction problems.

**Appendix: Definition of Confidence Levels for the Sampling-Based Results with Discretization Error**

As outlined in Sec. V, comparison of the various methods requires a proper error analysis. The error of the sampling-based methods comprises two parts: the sampling error and the discretization error. The sampling error is controlled using a requirement for the sample sizes in Eqs. (40), (41), (62), and (75), which depend on the desired confidence levels. These confidence levels are based on the assumption of a zero discretization error. The confidence level for the mean can therefore be written as

\[
Pr\left[ \frac{\bar{\mu}_{M_s}(\Delta_{sec}) - \mu_{M_s}(\Delta_{sec})}{\mu_{M_s}(\Delta_{sec})} \geq 1 - C_{\mu_{M_s}} \right] \leq 1 - C_{\mu_{M_s}} \quad (A1)
\]

with \( \Delta_{sec} \) being the grid spacing at the fully resolved scale. The sampled mean is, in this work, obtained on a grid with a larger grid distance \( \Delta \), such that the confidence level should be written as

\[
Pr\left[ \frac{\bar{\mu}_{M_s}(\Delta) - \mu_{M_s}(\Delta_{sec})}{\mu_{M_s}(\Delta_{sec})} \geq 1 - C_{\mu_{M_s}} \right] \leq 1 - C_{\mu_{M_s}} \quad (A2)
\]

where the superscript star is used to indicate that a confidence level with finite discretization error is concerned. A conservative estimate of this confidence level \( C_{\mu_{M_s}} \) is obtained by equating the probabilities in Eqs. (A1) and (A2) to yield

\[
C_{\mu_{M_s}} = \frac{1}{\frac{\mu_{M_s}(\Delta) - \mu_{M_s}(\Delta_{sec})}{\sigma_{M_s}(\Delta_{sec})}} - \frac{1 - C_{\mu_{M_s}}}{\sigma_{M_s}(\Delta)} \quad (A3)
\]

As observed from this expression, the confidence level with discretization error incorporated depends on the statistical moments of the critical Mach number on the resolved scale. For the purpose of determining the confidence level \( C_{\mu_{M_s}} \), these statistical moments are approximated using the perturbation method. In that case, the errors defined in Eq. (84) can be used to rewrite the preceding expression as

\[
C_{\mu_{M_s}} = 1 - \left| \varepsilon_{\mu_{M_s}}(\Delta) \right| - (1 - C_{\mu_{M_s}})(1 + \varepsilon_{\sigma_{M_s}}(\Delta)) \quad (A4)
\]

Similarly, a confidence level for the standard deviation of the critical Mach number with discretization error is defined as

\[
Pr\left[ \frac{\sigma_{M_s}(\Delta) - \sigma_{M_s}(\Delta_{sec})}{\sigma_{M_s}(\Delta_{sec})} \geq 1 - C_{\sigma_{M_s}} \right] \leq 1 - C_{\sigma_{M_s}} \quad (A5)
\]

The corresponding confidence level \( C_{\sigma_{M_s}} \) is then obtained as

\[
C_{\sigma_{M_s}} = 2 - (2 - C_{\sigma_{M_s}})(1 + \varepsilon_{\sigma_{M_s}}(\Delta)) \quad (A6)
\]

In the case of crude Monte Carlo reliability analysis, the confidence level is based on the estimation of the mean of the indicator function in Eq. (58). The influence of the discretization error on the confidence level follows then from Eq. (A4) as

\[
C_{\mu_{fail}} = 1 - \left| \varepsilon_{\mu_{fail}}(\Delta) \right| - (1 - C_{\mu_{fail}})(1 + \varepsilon_{\sigma_{fail}}(\Delta)) \quad (A7)
\]

Using \( \mu_{\varepsilon} = \mu_{\text{fail}} \) and \( \sigma_{\varepsilon} = \sqrt{\sigma_{\text{fail}}^2 - \mu_{\text{fail}}^2} \) this expression can be written as

\[
C_{\mu_{fail}} = 1 - \left| \varepsilon_{\mu_{fail}}(\Delta) \right| - (1 - C_{\mu_{fail}}) \sqrt{\frac{\mu_{\text{fail}}(\Delta) - \mu_{\text{fail}}(\Delta_{sec})}{\mu_{\text{fail}}(\Delta_{sec}) - \mu_{\text{fail}}(\Delta_{sec})}} \quad (A8)
\]

Finally, in the case of importance sampling, the confidence level with discretization error influence is obtained as

\[
C_{\mu_{fail}} = 1 - \left| \varepsilon_{\mu_{fail}}(\Delta) \right| - (1 - C_{\mu_{fail}}) \frac{\mu_{\text{fail}}(\Delta)}{\mu_{\text{fail}}(\Delta_{sec})} \quad (A9)
\]
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